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EXECUTIVE SUMMARY

This deliverable presents the case study reporgsositive and negative externalities in the use

of big data that we have undertakernthe BYTE project. The case stadicorrespond to the
domains of crisis informatics, culture, energy, environmenttlnesie, maritime transportation

and smart cities. Following the methodology reported in deliverable D3.1, we have gathered
evidence fromthe case studies by means s#mistructured interviews, disciplinary focus
groups and literature review. Overall, wavie conducted9 interviews with data experts from
each case studyiscipline and we have counted withl@ external domain experts per focus

group.

The crisis informatics case study is focused on the use of social mesiiecially Twitter data

i to supporthumanitarian relief efforts during crisis situations. The case shows how the use of
big (and open) data can provide significant gains and benefits in terms of the provision of
humanitarian aid, including better, more targeted and more resourceergffservices.
However, issues related to privacy, data protection and resource drains remain significant.

The culture case study examines a-gamopean public initiative that provides open access to
digitised copies of cultural heritage workdthoughthere is some debate as to whether cultural
data is in fact big data, this discussion evolves as the volume, velocity and variety of data being
examined shifts. The variety challenge is especially relevant in this case, given the different
types of cultual objects and associated metadata. Moreover, the diversity of stakeholders and
their complex interrelations produce a numbepaditive and negative impacts for society, as
well as prominent challenges faced by such initiatives. Some of these chaliecigele
potential and perceived threats to intellectual property rights and the establishment of licensing
schemes to support open data for the creation of social and cultural value.

The energy case study analyses the impact of big data in exploratigraduction of oil &

gas in the Norwegian Continental Shelf. This is a data intensive industry that is shifting from
mere data storage to more proactive uses of data, especially in the operatiorBuarea.
investigation reveals significant economical irogsd especially through data analytics, open

data and commercial partnerships around datdthough there are concerns with existing
business models and reluctance of sharing data by oil companies. Big data can also be applied
to diminish safety and emanment concerns, while personal privacy is not problematic in this
domain. However, cybehreats are becoming a serious concern and there are trust issues with
the data. In the legal side, regulation of data needs further clarification and ownersaia of d

will become more contracegulated.

The environment case study is probably the most mature in terms of big data. Stakeholders take
for granted the availability of data, especially fromthawitative sources such as prominent
earth and space obsenrgatiportals and there is a growing interest egnowdsourceddata.

Europe is leading this area and there is a general perception that the technical challenges can be
easily overcome, but polieselated issues and data quality are the main barriers. Gien t
myriad of applications of environment data, there are many opportunities for economic growth
and better governance of environment challengeslthough there are also negative
externalities, such as the possibility of putting the private sector to petibive advantage.
Dataintensive applications may increase awareness and participation; howeverothiy

effect and manipulation, real or perceived, can be problematic. With respect to legal
externalities, regulation needs clarification, e.g. on IPRally, political externalities include



the risk of depending on external sources, particularly big players, as well as
EarthObvsgolitical tensions.

The healthcare case stugyconducted within a health institute at a medical university in the

UK. This institute facilitates the discovery of new genes, the identification of disease and
innovation in health care utilising genetic data. The data samples used, analysed and stored can
easily reach a significant volume, especially when aggregated with aghetigsamples or

with other health dataset. The sequencing of these samples is comfarisive and requires

big data technologies and practices to aid these processes. The aggregation of health data
extends the potential reach of the externalitiesyred by the utilisation of health data in such
initiatives. For example, research with these samples can lead to improved diagnostic testing
and treatment of rare genetic disorders and assist in administering genetic counselling.
Utilisation of genetic dat also highlights when more controversial impacts can arise, such as in
the case of ethical considerations relating to privacy and consent, and legal issues of data
protection and data security for sensitive personal data.

The maritime transportation case stahalyses the use of big data in the shipping industry that
accounts more tha@0% of global trade. Despités importance, the case study strongly
indicates that major parts of the maritime transport sector arearyaarly stage for adoption

of big data since ship owners and other stakeholders do not perceive the value of data.
Moreover, a common denominator in this industry is the unwillingness to share any raw data,
and if they have to, this is only done on ggregated level.

Finally, the smart cities case study examines dteation of value from potentially massive
amounts of wurban data that emerges through t
urban infrastructure of resousélhe state obig datautilisation in digitalisng cities can be
summarized as developingvith some cities currently building theecessary big data
structures, be it platforms or new organizational responsibiliéth respect to the societal
externalities of big dta in the smart cities domain, the economies of data favour monopolistic
structures, which may pose a threat to the many SMEs in cities and the small anch mediu
cities. However, open sourcepen platformsand open datehave the potentialo level the
playing field and even spur more creativity and innovatwhile big data in smart cities has
many possibilities for social good, there are a number of negative externalities that need to be
addressed, such dwetstrong reliance on datiiven services



CRISIS CASE STUDY REPORTT INNOVATIONS IN SOCIAL MEDIA ANALYSIS,
HUMAN COMPUTING AND ARTIFICIAL | NTELLIGENCE

SUMMARY OF THE CASE STUDY

This case study examines the use of social media data, especially, but not exclusively to assist
in humanitarian relief fforts during crisis situations. The case study focuses on the Research

I nstitute for Crisis Computing and t heir v
humanitarian organisations. This case study raises a number of interesting issues related to big
data uses, technological challenges and societal externalities. The analysis and conclusions
demonstrate that the use of big data in this context provides significant gains and benefits in
terms of the provision of humanitarian aid, including better, mogeted and more resource

efficient services. However, issues related to privacy, data protection and resource drains
remain significant.

1 OVERVIEW

The case study in crisis informatics examines the use of big data during crisis situations, which
IS an emergig area of big data practice. Crisis informatics is an umbrella ternfittthides
empirical study as well as socially arskehaviourally conscious ICT development and
deployment. Both research and development of ICT for crisis situations need to work from a
united perspective of the i nfl&urthearore avhilethedi s as
case study will focus primarily onoptical crises and natural disasters, it is important to note
that crisis informatics links with a number of activity areas including humanitarianism,
emergency management, first response and smadoomic development. Furthermore, while

this case studfocuses on the use of big data in responding to crises, crisis informatics is also
implicated in relation to all three phases of crisis management: preparedness (training, baseline
information gathering, simulations, conflict prevention), response (cairalm information
gathering, provision of humanitarian relief or aid) and recovery (resource allocation, population
monitoring, developmend).

This case study focuses on crisis mapping and the combination of machine intelligence and
human intelligence to mine social media and other data sources to create crisiSAmaps.
specialist research institute, gpdonymised as Research Institute for Crid@mputing (RICC),

sits at the centre of this case study, and has provided access to key staff members internal to the
institute and additional contacts in international humanitarian and governance organisations to
assess the impact of the systems theydakeloping.RICC runs two projects, both of which
focus on meeting humanitarian needs with a
computingo (artifici al |-RIQCDE Préjectd esescaccdmbifiabanr e c t
of crowd sourcing and Afo automatically classify millions of tweets and text messages per
hour during crisis situations. These tweets could be about issues related to shelter, food,

'Pal en, L., S. Vi eweg, J. Sutton, S. B. Liu & A. Hugh
Wo r | Tdhia Jnternational Conference on®ocial SciengeAnn Arbor, Michigan, October-3, 2007.

2 Akerkar, Rajendra, Guillermo Vegaorgojo, Grunde Lgvoll, Stephane Grumbach, Aurelien Faravelon, Rachel

Finn, Kush Wadhwa, and Anna Donovan, Lorenzo Bigagiidestanding and Mapping Big Data, BYTE

Deliverable 1.1, 31 March 2015. http://bygeoject.eu/wpcontent/uploads/2015/04/BYTB1.1-FINAL -

compressed.pdf



damage, etc., and this information is used to identify areas where response activities should be
targeted. Project 2 examines muittedia and the photos and messages in social media feeds to
identify damage to infrastructure. This is a particularly important project as the use of satellite
imagery to identify infrastructure damage is only4% accuate and there is a generalised
difficulty surrounding extracting meaningful data from this source (Director, RICC). The
project uses tens of thousands of volunteers who collect imagery and use social media to
disseminate it. These activities link with higgolume, high velocity data and introduce a
significant element related to veracity. Specifically, the combination of crowd sourcing and Al
are used to evaluate the veracity of wpemerated content in both these projects. In each
project, human computinresources are used to score the relevance of the tweets in real time,
which is used as a basis for the macHesning element. These volunteers are recruited from

a pool of digital humanitarian volunteers, who are part of the humanitarian community.

The projects use crisis response as an opportunity to develop free and open source computing
services. They specifically create prototypes that can be accessed and used by crisis response
organisations for their own activities. The prototypes are basedesganch questions or
problems communicated to the centre directly from crisis response organisations themselves.
As such, they ensure that the output is directly relevant to their needs. However, this does not
preclude other types of organisations fromeasing, revorking and using the software for a

range of different purposes. The case study has enabled BYTE to examine a specific use of big
data in a developing area, and to examine positive and negative societal effects of big data
practice, includingeconomic externalities, social and ethical externalities, legal externalities
and political externalities.

1.1 STAKEHOLDERS, INTERVIEWEES AND OTH ER INFORMATION SOURC ES

In order to examine these issues effectively, the case study utilised adimeltisional
research methodology that included documentary analysis, interviews and focus group
discussions. The documentary analysis portion of the work included a review of grey literature,
mass media and Internet resources, as well as resources provided by thehnResgaute for

Crisis Computing about their activities. It also examines specific policy documents related to
the use of data by international humanitarian organisations, such as the International Red Cross
Red Crescent Professianal $tidards fiopRiadettiondWorkvhich includes a
section devoted to the protection of personal data.

The Research Institute for Crisis Computing works with a number of different organisations to
use data to respond in crisis situations. As a result, #ss study has conducted interviews
with four representatives from RICC and three representatives from RICC clients, including the
humanitarian office of an international governmental organisation (IGO) and an international
humanitarian organisation (IHOBoth clients have utilised RICC software and mapping
services in their crisis response woflkable 1provides information on the organisations, their
industry sectortechnologyadoption stage, position on the data value chain as well as the
impact of IT on crisis informatics within their organisation.

3 International Red Cross Red Crescent SocieRyofessional Standards for Protection Wpr013.
https:/www.icrc.org/eng/assets/files/other/ied020999.pdf



Table 1: Organizations examined

Organization | Industry sector Technology Position on data | Impact of IT in
adoption stage value chain industry
RICC Computer science Early adopter Acquisition Strategic role
Analysis
Usage
International | Humanitarian organisation Early majority Usage Support role
governmental
organisation
International | Humanitarian organisation Early majority Usage Support role
humanitarian
organisation

The case study interviewed hitgvel decision makers in each of these organisations, and in
the case of RICC, researchers also interviewed scientists and senior scientists who were directly
involved in the design and development of the systems utilissule 2 provides information

about each of the interview participants, using the classification system described in the BYTE
Stakeholder Taxonorhyo indicate their kawledge about big data, their position with respect

to big data advocacy and their level of interest in using data for novel purposes.

Table 2: Profiles of interview participants

Interviewee Organization Designation Knowledge | Position Interest

I-RICC-S RICC Scientist Very high Supporter | Very high

I- RICC-SS RICC Senior scientist | Very high Supporter | Very high

I-RICC-D RICC Director Very high Supporter /| Very high

advocate
I-RICC-PM RICC Programme Very high Supporter | Very high
manager

I-IHO-HP International humanitarian | Head of project | High Moderate | High
organisation supporter

I-IHO-HU International humanitarian | Head of unit High Moderate | High
organisation supporter

1-IGO-PO International governmental | Programme Very high Supporter /| Very high
organisation officer advocate

Each of these interview participants was situated at the developed end in terms of their
knowledge about, interest in and support for the use of big data in crisis informatics. In

pa ticular, members of the RICC consistently
area and the space that they are working 1in
themselves on the scale of technology deployment. Interviewees fremntirnational
humanitarian organization were situated as slightly less knowledgeable, interested in and
supportive of big data, but this slight difference was primarily related to the fact that their work

still largely relied upon paper records and direbservations. This was particularly the case

with respect to longerm crises such as political crises, as their work was equally focused on
long-term events as well as acute events.

4 Curry, Edward, Andre Freitas, Guillermo Ve@argojo) Lorenzo Bigagli, Grunde Lgvoll and Rachel Finn,
Stakeholder TaxonomBYTE Deliverable 8.1, 2 April 201%ttp://byteproject.eu/wp
content/uploads/2015/04/D8.1_V1.2.pdf

10



In addition to the anonymised interviews, data was also collected in a focus group with crisis
informatics experts from the following organisations and stakeholder categialde.3 lists
the organisations and stakeholder categories to which each focus group participant belonged.

Table 3: Focus group participants

Participants Description
VU University of Amsterdam, NL Academic
Antwerp FireService, BE Enduser
UK All Party Parliamentary Committee on Drones, UK Government
Treelogic, ES Industry
Sheffield Hallam University, UK Academic
Oxford Computer Consultants, UK Industry
Civil Protection and Emergency Number Agency, ES (Cat@avernment) | Enduser
Big Brother Watch, UK CSO

Group on Earth Observations Secretariat, CH Data centre
University of Patras, EL Academic
Veiligheidsregio Twente, NL Enduser
Ministry of Interior, EL Government

To conform to established ethical practice in the conduct of research, all of the quotes from
focus group participants are anonymised by stakeholder category.

1.2

So to summarise the international government organisation asked tel thhem where
infrastructure was most damaged. And so RICC, using the artificial intelligence tool, we looked

for classifiers, which is what the tool does. It searches at a big data level, does the analytics
and then spits out that piece of data intootrer tool, which maps the information. The
mapping is where the community collaboration comes in, to make quick small bite size
decisions like oneninute, tweminute task nothing like twioour tasks. And then all of that
becomes aggregated and rolledinfo a datasets that people can analyse and say where is the
infrastructure damage the most. And so they verify the reports and so we provided the
international government organisation with a map that showed them where the critical points
were. And whileltey had their own insights, having done some site visits and having been on
the ground, we were able to add a layer of data from citizen data, from the tweets to be able to
kind of inform their deci si ons. [ €] dwow or
peopl eéyou know how did it affect them in te
term plans when people in the international government organisation take that information
they can strategically plan for which region had been most hit. Aegl tan move their
resources in that way. We are not moving the resources of a specific area, [but] we can help

i nformed decision makers based on what we 0
(Programme manager, RIQA-RICC-PM)

| LLUSTRATIVE USER STO RIES

2 DATA SOURCES, USESFLOWS AND CHALLENGES

2.1 DATA SOURCES

There are a range of data types that are relevant for crisis informatics, especially given the
broader focus on humanitarian relief, development and crisis response. In order to produce the
crisis maps that are useful forrhanitarian, relief and response organisations, RICC primarily
uses social media data from Twitter and information from text messages (i.e., direct

11



communication to agencies). These information sources can include text as well as still and
moving images. Iraddition, they may also collect information from news media and they are
exploring integrating aerial imagery and satellite imagery into their data processes. The tweets
can number wup to Aa couple of hundr edpanessag
dayo (Seni or i sRIAC&S)t More tbroadlR th€ iGternational government and
humanitarian organisations work with data such as global information systems data, data on
administrative boundaries in particular countries, mapping informatio roads, rivers,
elevation and otheEarthObvgraphic characteristics, public health as well as detention (of
political dissidents) and their sentences. These data records can number up to three million
records including structured and unstructudatia, which can be challenging to analyse with
machines. However, although not specifically used by the case study organisation, other data
types may also be useful for crisis informatics, including sensor data from buildings, roads and
other infrastructue, GIS data, seismic data, weather data and satellite image data, image data
from drones and others.

Across these different organisations, data may be collected automatically or it may be collected

by hand using manual records. The RICC collects dataraticcally, by sampling directly

from Twitter and by utilising information embedded within the Tweet, specifically location

data, and increasingly visual and image data. This data is born digital, and thus it is relatively
straightforward to collect samplegutomatically. Furthermore, while individuals do not
necessarily know that their data is being collected and analysed by RICC, some data
characteristics are controlled by the user. For example, the inclusion of location information in
tweets is something h at Ay ou have to opt i -RIE@S®B). ( Seni
Significantly, individuals, independent of RICC, produce this social media data and RICC are
taking advantage of this existing data set. With respect to international humanitarian

organisatm dat a, data is ©primarily <collected dd
indirectly through information from ho-spital
IHO-HU) . The | HO t hen seeks t o Atriangul at e

information. So it maybe the press, it maybe the authorities, social media whatever is available

a complete view as possible. o (Head of proj«
from individuals in a tar ge@ erdatnaeirnetrhan hluesi
by people themselves.

2.2 DATAUSES

The RICC is committed to using this data analytics tool for crisis management, humanitarian
relief and development, all within the general field of crisis informatics, as well as other social

cas € S . Within the <c¢crisis mapping wor k, dat ¢
awareness to inform decision makingo for th
both the IGO and the IHO concur with this assessment, adding an element cofiy@edi

analytics as wel |l . For example, the Progr amr
kick-st ar t things in the early days of an eme
understanding of the situat ireom@ cangespcuestat | y i
we havenot heard anything about o. Speed is

mapping tool, it would have taken the IGO days to gather information. In addition, the RICC
are interested in integrating automated processingages into their service. As the Director

n ot &/se now have access to satellite imaging and so what we want to do is bring that sort of
human computing/machine computing hybrid to imagery analysis as well as pictures taken on
Smart phones. 0
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The IHO also noted the importance of having better information more quickly to assist in
decisionmaking. However, the IHO also noted that this information also helps them by
providing Afearly warningso. Thi s coul d i nc
popul ati ons are vulnerableo to health risks,
IHO). For example, having a greater understanding of population movements or population
displacement can impact future planning and risk assessment:

[There is aool] called FlowMiner which is trying to use let us say anonymised cellular data to
track population displacement. So they were able after Haiti to show they could have predicted
[displacement] using cell data very quickly. They could know where numbgsople went

and my understanding was that it actually took several weeks for the larger [IGO] related
assessment to determine effectively the same thing. And then there are also other groups
looking at it from a predictive standpoint, where are peoplallysgoing on holidays. So in a
Christian country, where are they going for Easter or where are they going for Christmas. And
then say there's a major crisis in Port Au Prince dfathmandu where would people be most
likely to go and then prepare meassiin those directions. (Programme Officer, IGO)

Again, while the speed of data availability is important in this example, the predictive element
and the ability to use predictive analytics to prepare for a crisis as well as respond to one
demonstrates #t big data can stretch across different phases of a crisis.

Importantly, the artificial intelligence tool itself is application neutral (in the sense that the
analysis of the Twitter data can be applied to any applicatmg., brands, sports teamg;. g

but the RICC team have committed to using it for crisis management and other social causes,
including environmental protection, health, local community improvement, youth engagement,
traffic management and election monitoring.

2.3 DATAFLOWS

While the aplication of the artificial intelligence tool to some of these other social causes
might result in a more local data processing, the data from the crisis management and response
applications result in an international flow of data. Specifically, data soamal media are
Apushedd by those affected by crises and di
However, the further processing of this data also integrates a global network of analysis. First, a
network of digital volunteers, locatemhywhere in the world, analyzes data from specific
Tweets or sets of Tweets. The data from this first processing is then fed to the artificial
intelligence tool currently hosted by the RICC in a small developing country. The data from
this secondary procsg is then fed to large, international humanitarian and relief
organizations in cities such as Geneva, London or New York as well as others, who use it to
provide aid and relief in the country where the social media information originated. Thus, the
datai t sel f makes a gl obal journey in order to

2.4 MAIN TECHNICAL CHALLE NGES

As noted inin the Stakeholder taxonomythe big data value chain consists of the following
steps: Data acquisition, analysis, cuwati storage and usage. In crisis informatics, technical
challenges were reported in all of these areas. However, the challenges associated with data
analytics and data curation appeared to be most immediate to stakeholders in the interviews and
the focus goups.

SEdward Curry. iStakehol der Taxonomyo. BYTE Project.
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With respect todata acquisition, acquiring proprietary data, acquiring a full data set, and
acquiring valid data were reported as key issues. For example, an academic expert from the
focus group noted that information needs differ at differergléeaf anorganisation Satellite

and scientific data is more useful at higher levels of an organisation for planning and resource
allocation, but this additional information is not necessarily useful for responders. In contrast,
responders need immediated current information to react to incidents as they occur. Twitter
has emerged as a key information resource for these immediate responders for two reasons,
first because it is upp-date and second because it is publicly available. Thus, there isuro iss
with respect to being able to access the data. In fact, the Director of RICC described Twitter

data as a #nl ower hanging fruit i n terms of
available information, RICC still works with a sample of Twitteragatlbeit a large sample.
According to one of t lyets a€tésE€ © the @il streammi Tsvittes n
sampl es, it i s -RIGCSS}. In fatt,ethe WIEQ@ havethaditcs negotiate with

Twitter to enable them to use the sheer amoumtatd that they process. Specifically, RICC
Afhave triggered a few alarmso with Twitter,
activities (Senior scientist, RICCI-RICC-SS). However, according to the RICC, Twitter does

allow such usages in partian circumstances, including humanitarian purposes. Nevertheless,
working with an incomplete data set always raises risks that the data that is analysed can be
misinterpreted. As a focus group emcs e r not ed, Ayou donot Know
upo.

However, the RICC and other organizations would like to be able to access information from
other social media sources as well as other sources, and accessing these closed data sets is a
challenge that must be met in order to ensure as full and represeatdtiva set as possible. In
addition, an end user from the focus groups reported that when dealing with crises involving
private property, the owner of the private property is the owner of the data. This can make
preparatory activities difficult since tliata is not accessible when there is no incident. Finally,
ensuring that data is dp-d at e I S al so a significant t ec
i nformati on i s essentially mi sinformationo
challenges were disissed, interview and focus group participants did not necessarily
prioritized these.

In contrast, challenges related data analysis provoked significantly more discussion in
interviews and focus groups. The RICC interview participants all prioritizgftivare
development challenges in their discussion of technical challenges, which reflects their primary
focus on software development for crisis situations. These challenges were primarily related to
fixing bugs and working with a system that was stilllendevelopment. As the RICC Director

n ot 8ecausefive are a computing research institute, | think our first responsibility is to make
sure that we evaluate the robustness of our tools, of our technologies. Is it actually performing
as itobés seupfpoorsne?d Atroe pt her e -RICGD) Furthesnore, the cr as
RI'CC uses a software devel opment met hodol og
where they deploy the software during crises and emergencies in order to identify those bugs,
becas e Aiwe | earn more during 24 hours of a re
right with our platform than we do in three
i I-RICC-D). Yet, the use of an immature system requires some expeatasioagement on

the part of the clients. The RICC ask them to certify that they understand they are working with

a system that is under development, that has not been fully tested and which may not produce
any added value. Nevertheless, according to the Rilli€r clients agree to deploy the system
because they do get added value from it and they recognise the value in testing the system in an
operational environment.

14



Outside of the RICC, the IGO and focus group participants reportestéimatardization atthe

analytic and policy level represented a challenge with respect to data analysis. An end user
from the focus group noted that during a crisis, data are being collected in different formats and
it is nearly impossible tanalyseall of the data availablin timesensitive situations because of
these different formats. Yet, the Programme Officer from the IGO was more focused on
standardization at the policy level. He argued that he would welcome more standardization in
terms of hash tags on Twitter, whigbould significantly improve data capture and detailed
analysis. He argued that this initiative could be led by national and local governments and
responding agencies.

Data curation was a key issue for the RICC, who use a corpdigifal volunteers to help

curate data coming in from Twitte6pecifically, the RICC use a combination of human
computing and machine computing, which takes the data through multiple layers of processing.
The population otweets collected by the RICC are sampled #rah distributed to a large

net work of #Adigital volunteerso who | abel t
sampling does two things. First it enables the processing of the data to begin quickly, using up

to tens of thousands of volunteers to undertiee initial analysis. Second, it provides the
machinelearning component with a set of data to learn from, in order to automatically process

the full data set held by the RICC. As such, the sample tweets initially labelled and analysed by
humans, are themrned over to the artificial intelligence software:

The machine can then take those tweets that are all labelled with infrastructure damage and
process them and start to Al earnd what t hat
humanlabelled déa. The machine learns and learns and learns it is continually fed more and
more batches of one hundredésets of one hund
category of information. Eventually the machine gets better and better at recoghising
particular type of information in the tweet and can do it more quickly and can do it
automatically. (Scientist, RICCI-RICC-S)

This solution to data curation may be applicable to other contexts and uses of big data;
however, the recruitment of sughlunteers also raises social and ethical issues, as discussed in
more detail in Section 3.2.

RICC and focus group participants also agreeddat storagewas a key technical challenge.
The RICC reported:

[W]hat we need is servers, much better Bigg s er ver s, [ €] we need b
access to Amazon web services to be able to scale the deployment of the platforms and to do all
the work we need. You know if we get to a point where we deploy [the tool] and we get more
than ten thousand vaiteers that show up that platform would crash. And that is not a good

thing for anyone (Director, RICC)

Focus group participants also concluded ttlatid solutionswere a primary need and that
public-private partnerships could be forged to host crisis informatics services. While the RICC
is actively soliciting such partnerships, these also introduce their own potential challenges and
impacts, as will be discussednrore detail in Section 3.4 below.

Finally, research participants also reported challenges in the usage of data in crisis informatics,

where data usage here refers to the use of data by clients such as humanitarian organizations,
response organizationsné& governmental organizations. Primarily, there were reported
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challenges aroundrganizational culture that made it difficult to integrate these services into
existing workflows and decisiemaking mechanisms. The Programme Officer from the 1IGO
stressed th importance of using existing mechanisms to translate the new information provided
by big data:

People saw the online crisis map and they said okay that is just a bunch of red dots, it is too hard
to drill in everything. But | had people take the datd take certain parts of the data and create
the regular [IGO] info graphics.

Right, so it became something that was familiar to them.

Exactly. So this is what | keep stressing with my information management officer. Don't create
new products out of thisugment what you already have (Programme Officer, IdG(O-PO)

Whil e the Programme Officerdéds activities rep
it also required additional data processing work that would need to be undertaken by the RICC
(or other tool providers) or the client. In the former case, this would require access to those
existing mechanisms, and in the latter case, it would require data analytic skills. In either case,

it requires a significant amount of preparatory work arditexhal resources, which may not be
prioritized outside of a crisis situation.

2.5 BIG DATA ASSESSMENT
Interview and focus group participants in the crisis informatics case study were not particularly

invested in fAbig dat ao inaich theydveresengaging.tHowevef, or t
their descriptions of their work did refere
datao definition, including especially volun

participants indicated arpe f er ence not to use the term fbi
about the challenges they were addressing. For example, the RICC senior scientist argued that
the important factor for him is whethdyr the
the Programme Manager discussed challenges related to the number of research questions
being analysed by a particular data set, while the Director described the main challenges as
Afilter failureo. However, as Bds ofehdusaads ofv e , 1
data points, which represents a significant volume. The IHO is also working with
approximately 100,000 data points, but for them the primary challenge is around the
complexity of the data, particularly as much of the data is unstractimilarly, one of the

end users from the focus group argued that his primary challenges were variety and velocity.
Specifically, as already noted above, complex data coming from different systems in different
formats needs to be analysed quickly in oreiebe actionable by responders on the ground.
Finally, veracity also emerged as a data issue, which was a key innovation offered by RICC
through the combination of human computing to verify and score the information and
automated, machine computing tather process it and learn from these verified information
sources.

Summary

The analysis of the data being used in the crisis informatics sector, the processing activities and
the challenges give a broad overview of the relative maturity of the use ofatagin this

sector. This analysis reveals that crisis informatics is in the early stages of integrating big data
into standard operations and the key improvement is that the analysis of this data improves
situational awareness more quickly after an evast occurred. However, there are significant
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challenges around access to proprietary data sets and the ability to integrate diverse
information, especially image data. Second, the crisis informatics case sector, in general, is
primarily focused on a spdid type of social media anBarthObvgraphical data for mapping
purposes. While this is obvious given the specific case study chosen, this focus was also
reflected in the literature review and focus groups and represented a key finding upon which
focus goup participants were asked to comment. Based on all the data sources, there has not
yet been much progress integrating other data typesg., environmental measurements,
meteorological data, etc. Third, a key innovation in this area, not yet wellteeflet other

sectors is the use of human computing, primarily through digital volunteers, to curate the data
by validating it and determining how trustworthy it is. However, a key message from the data
was that while these tools represent important inmowst and improvements in crisis

i nformatics, big data tools shoul-I6O-RQ@ andbe i c
technological tools should not replace pen and paper or gut feelings (End user, focus group).
These cautions are particularly im@ont given that while these uses of big data enable clear
benefits (i.e., positive externalities) they also raise potential negative externalities, each with
respect to economics, social and ethical issues, legal issues and politics tzdlgsedn

Sedion 3.

3 ANALYSIS OF SOCIETAL EXTERNALITIES

The primary contribution of the BYTE project is the examination of the impacts of these uses
of big data on thirgparty stakeholders and society in general. As such, BYTE is examining the
economic, social and etal, legal and political issues that are generated by these big data
practices. The purpose of this activity is to identify positive externalities, or impacts, that the
big data sector should try and augment or expand, as well as negative externatitiee th
sector should try to mitigate or address. This section examines the positive and negative
externalities in each of these categories, based on the list of externalities included in Appendix
A (seeTable55).

3.1 ECONOMICAL EXTERNALIT IES

The use of big data in the crisis informatics environment is associated with a number of
positive and negative economic externalities, where economic externalities also include the
potential for innovation. Once of the principal areas of positive econextgrnalities is
through the creation of new business models, including social considerations as well as
economic ones. This means that the business model is not only focused on financial gain, but
also on social gains that could be associated with tliceeAdditional positive impacts are

also associated with increasing innovation through open data and source material and by
infrastructure and technology improvements. In contrast, potential negative externalities could
be indicated by private companigaining additional revenue from organisations that can least
afford to pay a premium for their services and the need for-stesgpped organisations to
allocate scare resources to data analytics. Each of these gains is discudstdl below,
howeverTable4 provides a summary.

Many of the positive externalities resulting from the use of big data in crisis informatics
revolve around the use of big data to provideifpee impacts on the business models of
humanitarian organisations with specific reference to providing bettBIC{BM-2) and more

targeted services {EG-BM-3) and to predict the needs-FEC-TEC-1) of citizens affected by a

crisis through improved sittianal awareness and enabling better resource allocation for
humanitarian organisations -f8C-BM-4). With respect to better services, the tool developed

by the RICC provides humanitarian organi sat
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relevantii or mati ono on soci al medi a t RICCB)ale t app
addition, the 1GO client said that a key improvement was in the efficiency of the information
gat hering t o enabl e t he process of eyst abl i
(Programme Officer, 1GO,-IGO-PO) and to predict where resources will be required.
Furthermore, individual s Afeeding i nf ormat.i
appropriately to Arequestso on the ground.

Table 4: Economicexternalities in crisis informatics

Code Description Relevance

E-PCGBM-2 | Better services for members of the public in that the work ¢ Improved
humanitarian organisations can be more efficient, they can| situational
provide relief faster and they can allocate their resourbesey awareness
the need is greatestRICC-D, I-RICC-PM, |-RICC-SS, }
IGO-PO, HHO-HP)

E-PGBM-3 | More targeted services for citizens because the humanitari Improved

organisations are reacting more quickly to information situational
provided directly fom the public. @RICC-D, I-RICC-PM, I- awareness
IGO-PO)

E-PGTEC-1 | Identifying trends and needs using the tool for predictive | Crisis preparednes
purposes (IHO-HU)

E-PCGBM-4 | Better resource efficiency Better resource
1 organisations witlkechnical capacity are analysing th allocation
data, leaving the humanitarian orgs to focus on reli¢
1 humanitarian organisations are able to target their
activities to areas where there is most need or targé
response to needs.
(I-1IGO-PO, Focus group participantsRICC-D)

E-OC-DAT- | Using open data to offer new services and fostering innovg Social media

2 by making the code open sourcR(ICC-PM, I-RICC-D) innovation
Open source
computing

E-PGBM-4 | Need for additional resources fiata experts {IGO-PO, } Distraction from

RICC-D) core activities

E-OC-BM-8 | Private companies benefiting from models by offering utiliti{ Infrastructure need
(End-user, Focus group)

Such targeting of services also enables humanitarian organisations to use their resources more
efficiently. This may occur through outsourcing data analytics and focusing on their core
activities. For example, the RICC notes that their artificial intelligetool assists organisations

with limited resources to use the full set of information coming in:

If you think about how much time it would take one person to every week go through a few
thousand text messageséif y 0 ey wana anetherl optiori t e d
especially since they want the scale. And they are not going to be able to [analyse that data to
the extent they would like]. (Director, RICGRICC-D)

Automated systems also allow clients to take advantage of the analysis efstyliof data

thats fivel | beyond sort our capacity and gener
IGO, HIGO-PO) . Thi s S especially i mportant as
organi sations 1is not dat aincemaadgement and sayy dkayd i t 0 ¢

need somebody halff the ti me wo-IGO-P@)gFinalyy ar t i
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leveraging a corps of digital volunteers for the human computing component of the system also
enables the RICC to capitalise on #imlity of these volunteers to process information cheaply
and quickly, particularly in timsensitive situations like crisis.

Another positive externality in evidence in the case study is the use of open data to provide new
services and providing openwsce material to support and foster innovation in data analytics
(E-OC-DAT-2). This is slightly different to the externality code provided\ppendix Aas, in
addition to using open data provided by private companies, it also includes the provision of
open source code from the academic sector. The economic externalities associated with using
Twitter data to provide new services are discussed in detail in the section above. However,
considering material from the technical challenges section demonstratéwitter features so
prominently precisely because it is open, and other social media services like Facebook are
vastly more difficult to access. In addition, the RICC also provide open access to their source
code through services like GitHub to enableens to contribute to the development of their
code and to enable others to build on their innovations. However, while this remains a potential
gain, the RICC are not yet realising that benefit:

The code and the documentation is such that anybody caminand suggest improvements in

the code and say | have got this extra modul
t hat . [ €] Maybe by the end of the year, ear |
of us will be proud to call opesource. (Director, RICA-RICC-D)

Nevertheless, this externalifiz-OC-DAT-2) is heavy with potential, particularly as the use of
big data in crisis informatics develops further.

The use of big data in this sector is also associated with potentakivee economic
externalities. Indeed, the positive effect of better resource efficiencyPEBM-4) is
challenged:data from the RICC and the IGO suggest that the popularity of big data and its
increasing integration into crisis management activities rtfestnall organisations will require

an injection of resources to meet this growing demand. This is particularly important for
humanitarian organisations that may not have many resources to spare. In addition, given the
infrastructural challenges assocthtgith data storage, many data analytic providers are turning

to largescale corporate entities for services. According to focus group participants, this may
result in resources provided by tax payers and philanthropists to humanitarian organisations
ultimately being used to benefit large technology and other companies.

Thus, this analysis indicates that the use of big data in crisis informatics is primarily associated
with positive economic externalities such as improved service delivery and resouwieneyfi

for cashstrapped organisations. However, it is also associated with negative externalities such
as the need to devote resources to addition:
of focus in order t o Ak e eg that large compantes with g  d «
significant resources also benefit from these developments. Significantly, many of these
economic externalities also implicate legal issues (data access), political issues (corporate
subsidies) and social and ethical issues.

3.2 SOCIAL & ETHICAL EXTERNALITIES

The discussion above demonstrates that the use of big data in crisis informatics is associated
with a number of positive social and ethical externalities folded into the discussion of the
change in business models. For exampheproved humanitarian services-(EC-ETH-1)
demonstrate a clear social and ethical gain for society, as the Programme Manager for RICC
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argues, nif 1 tdéds already happening at a busi
governmentleve, wh s houl dndét it happe-RIC&RM). avhiethesa ni t a
externalities will not be repeated, this analysis indicates both additional positive externalities
and a series of potential negative externalities that are raised by the uselahed@adata in

crisis informatics. In addition, in some cases, this discussion includes measures that are being
used to mitigate these potential negative impacts.

Table 5: Social and ethical externalities in crisis informatics

Code Description Relevance

E-OC-ETH-1 | Operations that increase citizen safety and provide esser; Humanitarian relief
relief (I-RICC-PM, I-RICC-SS, IRICC-S, FRICC-D, I-IGO-
PO, HHO-HU, I-IHO-HP)

E-OC-ETH-2 | Development of tools and procedures to enstineal data | Ethical data
practices (IRICC-PM, I-RICC-SS, IRICC-S, FRICC-D, I- processing
IGO-PO, HHO-HU, I-IHO-HP)

E-OC-ETH-9 | Private data misuse by sharing the information without | Ethical data
consent or using it for purposes that social media users n| processing
not hae foreseen {RICC-PM, I-IHO-HU, I-IHO-HP)

E-OC-ETH-3 | Invasive use of information, especially sensitive informati( Ethical data

(I-RICC-PM, I-RICC-SS, HHO-HU, I-IHO-HP) processing
E-OC-ETH-13 | Misinterpretation of information ancomplete data can Situational

result in incorrect conclusions-{HO-HP) awareness
E-OC-ETH-4 | Potential for discrimination (Focus group) Equality

One of the potential positive externalities related to social and ethical issues is an increased

awareness around the need for socially responsible and ethical data practices, and the
development of tools to ensure ethical data practicde@@ETH-2). RICC are working with

other organisations, such as the ICRC, UN OCHA and-mesppected universities to develop

tools and procedures to promote and ensure ethical data practices. The Programme Manager for
the RICC is heavily involved in this work:

| worked a a project called the ethics of data conference where we brought in one hundred
people from different areas of knowledge to talk about data ethics. And to infuse our projects
and understand and build road maps. There is something called responsibeutatatiich is
working on templates in projects, to be able to help people incorporate those kind of personal
data. My colleague has been working on something called ethical data checklists as part of the
code of conducts for the communities that he hasurafed. So these code of conducts | have
written one for humanitarian open street map about how we managd -€Rt&E-PM)

This collaborative work has resulted in a number of tools and procedural standards to ensure
ethical data practice. Specifically)&C subject every project to a risk assessment that includes

a consideration of what will and will not be done with the data, what data will be stored, what
data will be published. They also abide by
informaton, we dondét share personal I HRIGCPMRat i ono
They also edit the data so that different stakeholders get access to a different degree of detail.
For example, for the maps provi deudandtle maph e me
we provide to the [client has] a table with all these fields with the text, the actual text of the

t weet 0 ( Seni olRICCSY. énradditian tthey aRd ICr€en the digital volunteers

to ensure that there is nothing in their fgeothat would make the human element of the
computing vulnerable to unethical practice. This includes asking them:
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[T]lo provide links to a certain number of profiles, which could then be reviewed. So your
Twitter account, your Facebook account, yourkeidin, so essentially how you answer certain

kinds of questions. Sort of where are you from? What is your nationality? Some basic kind of
questions, your thoughts on the crisis and so on. And then, you know, LinkedIn, Twitter or
Facebook or something, imitluals from the tasking teams could go and review these people
publicly and see okay what kind of things a
people [é] would be meAACD) r e d. (Director, RI

This process ensures that the RICC is dblédentify and rectify any potential conflicts of
interest in the data analytics. Finally, the RICC also have an assessment tool to control the
organisations and circumstances in which they deploy the artificial intelligence tool. This
includes the follaving:

the humanitarians have to show a very clear compelling need for this data and have to articulate
very c¢clearly how they are going to use this
part of the application criteria, so in a way we retythat demandriven model. If they pass

the test, if they pass our criteria then we are assuming that they are not lying through their teeth
and are desperate for this data and it is actually for them. (Director, RIRICC-D)

This process is necesgdo prevent the tool being used by unauthorised organisations for non
humanitarian purposes, e.g., for brand monitoring, etc. These ethical processes are particularly
designed to prevent unethical data practices, such as those potential negativeitesernal
discussed below.

The RICC interview participants, their clients and the focus group participants all recognised
that the use of social media data to augment humanitarian relief services raised a number of
potential negative externalities. These umdd the misuse of information &C-ETH-9),

misuse of sensitive information {BC-ETH-3), the potential misinterpretation of data and
potential for discrimination (EDC-ETH-4). With respect to data misuse, this was related to
public authorities, the med@ other organisations potentially misusing the information. Thus,
this misuse may be linked to the private sector, but this was not always the case. Specifically,
posting some information on the Internet can make individuals vulnerable. For example image
data in political crises may require filtering and protection because:

[Y]ou are not sure if the people being arrested actually want everybody, their family, their
employers and everyone to know that they were at the demonstration and they were arrested.
Especially, for example, this means that they may lose their job ifah®iloyer discovers that

they were at the demonstration or, [ €] S 0 me |
raises a lot of suspicion. (Head of Project, IHGHO-HP)

The IHO further warns that the posting of information on social media hadicaghi
consequences for those who appear in visual images, but who may not have provided informed
consent for their image to be distributed. In addition, mapping activities also have to take into
account the potential sensitivity of the places and datagbaapped. The IHO also notes that

in crisis or conflict situations you may have shelters for women or unaccompanied minors. You
want to publicise this information for people who are in need, but you do not want to introduce
additional vulnerabilities fothese groups. As the RICC notes, this is strongly linked with
issues around informed consent, as people who Tweet about these disasters may not expect
their information to end up in the newspaper or other media (Senior scientist, IRRDCC-

s9.
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There ae also potential issues around the misinterpretation of data and the potential
consequences of thdE-OC-ETH-13). Specifically, using the data without the contextual

i nformation that was used to col | ecliecomdse dat
divorced from the context in whichitwas creatébhe | HO notes fdAbecause
you tend to forget how it was constructed a

me an an yIHOHP). §he IHO provides a specific examplethis:

In this case we had data on attacks on medical personnel and we had an indication also on the
fact the healthcare person, whether it was a man or a woman. It has some relevance for us of
course. But you cannot do it have an analysigeiider plg s a r ol e or not beu
have the baseline country by country [information] to know what are the proportion of the male

or female nurses, male or female doctors in [each] different area. And to know if there is a
discrepancy between thatbaselm&d t he victims of an incident
then for example pass the set of data to someone else and someone else ask you to make an
analyse of the data without really understanding the construct of the data the limitation the bias
thatmight be there. (Head of Project, IHGIHO-HP)

This demonstrates that there is a clear need with respect to any secondary use of data to
interrogate the use of data and ensure that any residual misinterpretations, biases and
misrepresentations are dgaféntly examined and identified to prevent the sharing of
misinformation and the erroneous allocation of resources.

The final potential negative impact, potential for discrimination, was not raised in the
interviews, but was heavily discussed in the fogwups. This may be related to the fact that

the RICC team was very transparent about the gaps in the data that they provide. However,
focus group participants were looking at crisis informatics more broadly and they were
concerned about issues related discrimination. First, with respect to data sharing on an
institutional and national level, a participant from an international data centre noted that it was
difficult to integrate countries with fewer digital skills and less developed infrastructuse. Th
has a clear knoekn effect in crisis informatics, if the data for specific locations is less
detailed, mature and available. Second, with respect to social media in particular, focus group
participants expressed concern that the digital divide couwdltrén already vulnerable
populations becoming more vulnerable. Specifically, communication with individuals on the
ground would necessarily favour those with better access to digital devices, skills to use them
and often English language ability. Thusjranunication cannot be equally distributed among

the population, either in terms of data collection or information distribution. There was also
concern about irresponsible governments using the data to conduct surveillance on the
population and identify ttse who were engaging in protest, unauthorised information sharing
and other activities.

3.3 LEGAL EXTERNALITIES

Many of the legal issues discussed by interview and focus group respondents related to issues
already discussed in previous sections, specifically privacy and data protection infringements as
well as data ownership and access to proprietary data. Itas foten this analysis that both

issues are represent both positive and negative impacts as the crisis informatics case study. For
example, privacy and data protection infringements are possible, but different organisations are
using established standardsdgprotocols to introduce protective measures. In addition, while

6 Royal Society, Science as an open enterprise, London, June 2012.
https://royalsociety.org/~/media/royal society content/policy/projects/sape2@saoe.pdf
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organisations have difficulty accessing proprietary data, this indicates that protections in this
area are being respged. We report infable 6 additional externalities corresponding to the
legal category.

Table 6: Legal externalities in crisis informatics

Code Description Relevance
E-PCLEG- | Privacy and data protectidhreats specifically related to Protection
4 legislation ({RICC-D, I-RICC-SS, IRICC-PM) measures are in

place, but their
adequacy has yet t

be tested
E-PCGLEG- | Data ownership and proprietary data seRICC-D, I-IGO-PO) | Protection
5 measures are

functioning, but
preventing access
to additional data

As indicated in the social and ethical issues section, privacy and data protection infringements
can result in significant effects on individuals and organisations. However, that section also
noted that exgrts and practitioners were devising measures and protocols to mitigate this
threat. Organisations are legally required to meet privacy and data protection laws in the
countries in which they are operating, but in global data flows such as that représetited

work undertaken by the RICC, it is difficult to know which jurisdictions are relevant. In order
to combat this difficulty, the RICC instils protection measures that are broadly applicable to a
number of different major jurisdictions and which regenet agreed good practice as developed

by other major organisations in institutions. For example, as already noted, the RICC follow the
I nternati onal Commi ttee of the Red Crossos
removing Twitter handles, pgonal identifying information and original tweets in the public
version of the maps (Director, RICGRICC-D). Instead, all that is visible in the final, public
version are the categories. According to the RICC Director, this was in response to issdes rou

i nformed consent. However, the RICC also str
is the responsibility of their clients to decide on the data protection measures and that it would
be inappropriate for thedd&®tla&Cpn ot eficwtriiotned t(hs

RICC, FRICC-SS). Nevertheless, they do alert clients to these guidelines and recommend that
they are respected. According to focus group participants, this sort of practice is essential to
win public trust that the presses being undertaken are legally compliant.

With respect to access to proprietary data the use of Twitter and the lack of integration of data
from other media sources represents both a positive and negative externality. First, the RICC
situation demortsates that it is possible to use existing legislation to effectively access and
analyse social media data. Combined with the lack of integration of other sources, this
demonstrates that existing intellectual property mechanisms are working effectively:

The challenge we face and why we often donb
Facebook and Instagram is that we very much respect their terms of use or use of service or
whatever they calll it. Where i tflegalyistherightal | vy

word, but legally access their content and turn around and use that. So we have had some early
discussions with them about trying to figure out how to, at least their public feeds to be able to
use any of that kind of content. Sotah e moment we simply donét pu
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are not allowed to. And so we are not going to try and cross that border or that barrier until they
give us approval. (Programme Officer, IGRIGO-PO)

However, outside of social media particularlycds group participants also noted that it was
difficult to access information outside of crisis situations. While data access is almost
universally granted during crises, the lack of availability outside of crises makes it difficult to
put appropriate meemisms in place to effectively analyse that data when it is available.

However, it was clear across all of the data gathered that big data analytics in crisis informatics
would benefit from clear (and possibly new) legal frameworks in order to addtessadities

such as privacy, data ownership and also enhance and formalize how to share data among
countries. While the need to clarify or develop new legal frameworks and protocols was
classified as a negative externality, concurrently the discussitves# frameworks and current
attempts to bridge them also simultaneously represents a positive development.

3.4 POLITICAL EXTERNALITI ES

Finally, the international character of crisis informatics, including crisis response, humanitarian
aid and development, often necessitates a <rassnal flow of data, particularly when
international humanitarian organizations are involved. Howeveitigsoin this area, and
political externalities extend beyond international politics and also include political economics
as they relate to tensions betweengoofit organizations and humanitarian organizations.
These are primarily negative externalit@s they introduce vulnerabilities and they prevent
effective collaboration between the private sector and the public or humanitarian elogyrs

are included imable?.

Table 7: Political externalities in big data in crisis informatics

Code Description Relevance
E-OC-BM-8 | Difficulty of potential reliance on US based infrastructure | Control over data
services (IRICC-D) use and service
provision
Tensions between private companied pablic sector or
humanitarian organisationslE&O-PO, FRICC-SS)

Partnerships between large private companies and other organisations can be a positive
externality in that it provides a cesffective solutbn to infrastructure and technology issues.

For example, the RICC is looking to solve their data storage problem by taking advantage of
cloud storage solutions offered by Google and Amazon (Director, RIREZC-D). Similarly,

such partnership can providechnological capabilities during crises that benefit the
humanitarian sector in genefaGoogle person finder is an example of this.

However, such partnerships also introduce potential negative externalities. Specifically, BYTE
D2.1 has already indited that the hosting of data on US soil or by US services means that the
data becomes subject to US law, which introduces a vulnerability for people whose records are
contained within those data sétSecond, humanitarian organisations report being placad

7 Donovan, Anna, Rachel Finn and Kush Wadhwa, Sertac Oruc, Claudia Werker and Scott W. @umningh
Guillermo vega Gorgojo, Ahmet Soylu, Dumitru Roman and Rajendra Akerkar, Jose Maria Garcia, Hans
Lammertant, Antonella Galetta and Paul De Hert, Stephane Grumbach, Aurelien Faravelon and Alejandro
Ramirez,Report on legal, economic, social, ethical goalitical issues BYTE Deliverable 2.1, 30 September
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vulnerable positon vigvi s pri vate companies who promi se
Atheir own huge amount of data and response
of the crisis situation (Programme Manager, IGG;0-PO). Furthemore, these organisations

use their crisis activities to promote their own brand and socially respobsiideiourrather

than truly engaging with the humanitarian organisations. Yet at the same time, such
unpredictability can offer an opportunity for argsations such as the RICC. An RICC Senior
scientist explains:

Humanitarian organisations and others are very worried about creating technology dependence
one particular vendor, so they find that our platforms are open source make them more
comfortable with adopting our process and our technology because they kiow thae don ot
hold a leverage over theictivity (I-RICC-SS)

Thus, the open source nature of the RICC project and tools make them more trustworthy in the
eyes of humanitarian organisations who are more likely to adopt their solutions.

Summary

This analysis of potential positive and negative externalities has demonstrated that much like
the general externalities examined in D2.1, the externalities associated with crisis informatics
are overlapping and interconnected. Many of the economic innovatssosiated with positive
changes in business models are also linked with positive social and ethical issues, including
improved services for people who are vulnerable in a crisis or better resource allocation to
enable responders to stretch their resouiwdber. In addition, many of the potential negative
societal externalities are associated with privacy, discrimination and the protection of personal
data, which also implicate relevant legal frameworks. This has important implications for the
developmenof recommendations to meet these challenges across the big data ecosystem.

4 CONCLUSION

The analysis of the use of big data in crisis management has indicated a number of key
findings. First, big data practitioners in crisis informatics are relativelyngeraed about the
Abig datao | abel, and prefer to talk about
the data being analysed. However, this preference may be related to the fact that crisis
informatics is heavily concerned with social mediaagdathich is certainly higivolume and
high-velocity, but which does not integrate multiple data types. Perhaps as the sector matures
with respect to integrating multiple data sources, including especially image data which is a
high priority forthe casestdy , t he di fferent aspects of dfAbi
forefront.

Second, the use of big data in crisis management raises positive societal externalities related to
economic issues and social and ethical issues. These include espiaddgtter provision of
humanitarian relief services, the provision of better, more targeted and more timely social
services and better resource efficiency in providing these services. A significant facet of this is
the collection of reliable informatiomn the ground, much more quickly to aid the situational
awareness of the humanitarian organizations. The use of big data in crisis informatics also
represents significant innovation potential due to the commitment to open data and open source
computing, with will likely foster added innovations beyond the work of the RICC. In

2014.http://byteproject.eu/wpcontent/uploads/2014/10/BYFBE2.1 Final Compressed.pdf
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addition, while the use of social media certainly raises significant issues with respect to
privacy, data protection and human rights, these issues are central to the way thdialatp is
handled within the RICC and other organizations, and the case study makes clear that experts in
this area are committed to ensuring ethical data practices within crisis informatics.

Nevertheless, some negative societal externalities remain, wiishbe addressed in order to
ensure the societal acceptability of these practices. First, with respect to economic issues, the
integration of big data, or data analytics, within the humanitarian, development and crisis fields
has the potential to distratttese organizations from their core focus and may represent a drain
on scarce resources. In addition, there is a tension between private companies with extensive
data analytics capabilities and humanitarian and other relief organisations. Humanitarian
organisations are increasingly frustrated with private companies arriving during crises and
leaving once the crisis has finished, without sharing or further developing the technological
tools and capabilities that they introduced. Furthermore, they are aiserned about being
dependent upon them for infrastructure, technological capabilities or other resources, as these
organisations have proven to be unreliable partners. Finally, there are also significant,
remaining privacy, legal and ethical issues adbtime use of data generated and shared by
people through social media. While this sector has taken significant steps in this area, much
work remains to be done in relation to the unintentional sharing of sensitive information, the
protection of vulnerablendividuals and the potential for discrimination that could result from

this data processing.
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CULTURE CASE STUDY REPORT

SUMMARY OF THE CASE STUDY

The utilisation of big cultural data is very much in its infancy. Generally, this is because data
driven iniiatives are focussed on cultural data to the extent that there is open access to digitised
copies of cultural heritage works, rather than a broader focus that incorporates usage of
associated cultural data such as transaction data and sentiment data.

The BYTE case study on big data in culture examines aEpaopean cultural heritage
organisation, pseudonymised as PECHO. PECHO acts as the aggregator of metadata and some
content data of European cultural heritage organisations. The big cultural datauchse s
provides a sector specific example of a data driven initiative that produces positive and
negative impacts for society, as well as underlining a number of prominent challenges faced by
such initiatives. Some of these challenges include potentialemdiped threats to intellectual
property rights and the establishment of licensing schemes to support open data for the creation
of social and cultural value.

Although there is some debate as to whether cultural data is in fact big data, this discussion
evolves as the volume, velocity and variety of data being examined shifts. PECHO, for
example, utilises data that appears to conform to what is accepted as big data, especially when
the data refers to metadata, text, image data, audio data and otheoftgpesent data that,

once aggregated, require big data technologies and information practices for processing.

The case study also focuses on the variety of stakeholders involved and the roles they play in
driving impacts of big cultural data. The exaontof such roles, in turn, produces a number of
positive and negative societal externalities.

1 OVERVIEW

The BYTE project case study for big data in culture is focused primarily on big cultural
metadataln the context of BYTE, big cultural data refers to public and private collections of
digitised works and their associated metadata. However, a broader view of big cultural data
would also extend to include data that is generated by applying big dateatipps to the
cultural sector to generate transaction and sentiment data for commercial use. Thus, big cultural
data includes, but is not limited to: cultural works, including digital images, sound recordings,
texts, manuscripts, artefacts etc; metadatdyding linked metadata) describing the works and
their location; and user behaviour and sentiment data. Currently, utilisation of big cultural data
is focussed on the digitisation of works and their associated metadata, and providing open
digital accesdo these data. However, a focus on cultural data to include commercial revenue
generating data, such as transaction data, is likely to develop both in the public and private
sectors.

PECHO primarily deals with open linked metadatantake cultural data open and accessible to
all Internet users. In turn, this initiative adds cultural and social value to the digital economy
through virtual access taillions of items from a range of Europe's leading galleries, libraries,
archives and mesims. The relationship between metadata and content data at PECHO is
described asjSo in [PECHOQ] you find metadata and based on what you find in the metadata,
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you get to the conterf This case study also illuminates the social and cultural value of
metadata, which is often overlooked, as it is not value that can be assessed in the traditional
economic sense. PECHO facilitates adtdeess t o
so in accordance with the European Commi ssi ol
supporting open access to these works in the interest of preserving works of European cultures.

The relationship between PECHO and national and local culturahdeermuseums is as
follows:

[PECHO] works as the EU funded aggregator across all cultural heritage, across libraries,
archives museums. They only focus on stuff th
bi bliographic infwamagbontaB A&l U4, yleéadfY sAmago [ ¢
issues around digitalisation in Europe. And one of the conclusions that they came up with was
that, all metadata should be completely open and as free as possible. [PECHO] took this
recommendation and ¢l came up with their [PECHO] licensing framework which asked all

their contributors in the cultural heritage sector to supply their metadata ctT#@sorelates to

both catalogue data and digital images and other cofttent.

Given the number of institiains involved and the variety of data utilised, this case study
presents a number of opportunities to assess the practical reality cultural data utilisation by a
public sector organisation. This includes gaining an insight into the technological deva®pmen

in infrastructure and tools to support the initiative, as well as the technical challenges presented
by it. It also provides insight into the issues such as funding restrictions, as well as the positive
social externalities produced by committing to\pding European citizens with open linked
cultural metadata. PECHO also provides a solid example of the legal externalities related to
licensing frameworks and the call for copyright law reform. Lastly, PECHO provides an
interesting insight into politicgblay between national and international institutions and their
perceived loss of control over their data.

1.1 STAKEHOLDERS, INTERVIEWEES, FOCUS GROUP PARTICIPANS AND OTHER
INFORMATION SOURCES

There are a number of stakeholders involved in PECHO, includiadj legional and national
cultural heritage organisations and their employees, data scientists, developers, legal and policy
professionals, funding bodies and citizens. This is not an exhaustive list of big cultural data
stakeholders per se and as bigualt data use and reuse is increasingly practised, the list of
prospective stakeholders will expand. This is particularly relevant for the use of cultural data
for tourism purposes, for example, which will involve more collaborative approaches between
public sector and private sector stakeholdétECHOspecific stakeholders were identified
during the case study anttlude the organizations ifable8.

812, InterviewTranscript, 5 December 2014.
9 Interviewee 1, Interview transcript, 27 November 2015.
1012, Interview Transcript, 5 December 2015.
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Table 8 Organizations involved in the culture case study

Organization | Industry Technology Position on data value | Impact of IT in
sector adoption stage chain industry
National Cultural Late majority to | Acquisition, curation, Factory role
cultural Laggards storage,
heritage
institutions,
including
libraries,
museums,
galleries, etc.
National data| Cultural Late majority Acquisition, curation, | Support role,
aggregator usae factory role,
strategic role
Pani Cultural Early majority Acquisition, analysis, | Support role,
European curation, storage, usagq factory role,
cultural turnaround role,
heritage data strategic role
Policy makers Government Usage Strategic role
and legal Late majority
professionals
Citizens Citizens Early adopters, | Usage Support, factory,
Early majority, and turnaround
Late majority and roles
Laggards
Educational | Public sector | Early majority Acquisition, curation, | Support role
institutions usage
Open data Society Early adopters Usage Support and
advocates organisation turnaround roles

Interviews for the PECHO case study were the main source of information for this report.
These interviews were supplemented by discussions helee &¥AE Focus Group on Big

Data in Culture, held in Munich in March 2015. The interviewees and focus group participants
referenced for this report are detailedTable9. Desktop research into big data utilisation in

the cultural sector has also been undertaken for the BYTE project generally and more
specifically for the purpose of providing a setbdefinition of big cultural data for Work
Package 1.

Table 9 Interviewees of the culture case study

Code | Organization | Designation | Knowledge | Position | Interest Date

11 National Project Very high | Supporter| High 27 November
library officer 2014

12 PanrEuropean | Senior Very high | Supporter| Very high | 5 December 2014
digital cultural | operations
heritage manager
organisation

13 National Cultural data| Very high | Supporter| Very high | 9 January 2015

Documentatio | aggregation
n Centre, EU | officer
Member State

14 International | Officer Very high | Supporter| Very high | 19 January 2015
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open data /
advocate opponent
foundation
15 PanEuropean | R&D officer | Very high | Supporter| Very high | 19 January 2015
digital cultural | i technology
heritage and
organisation | infrastructure
16 PanEuropean | Senior R&D | Very high | Supporter| Very high | 30 January 2015
digital cultural | and
heritage programmes
organisation | officer
g PanEuropean | Senior legal | Very high | Supporter| Very high | 20 March 2015
digital cultural | and policy
heritage advisor
organisation
FG8 | Academia Information | Very high | Supporter| Very high | 23 March 2015
processing
and internet
informatics
scientist
FG9 Institute of Academic Very high | Supporter| Very high | 23 March 2015
technology
FG10 | National Data Very high | Supporter| Very high | 23 March 2015
library aggregation
officer
FG11 | University Digital Very high | Supporter| Very high | 23 March 2015
director
FG12 | National Senior policy| Very high | Supporter| Very high | 23 March 2015
Policy Office | officer
FG13 | Private sector | Partner Supporter| Very high | 23 March 2015
cultural data
consultancy
1.2 [|LLUSTRATIVE USER STO RIES

Pan-European digital cultural heritage organisatieiPECHO

PECHO is, in essence, an aggregator of aggregators with around 70 aggregators currently
working with them. These collaborations sugptre general running of PECHO as an
initiative, as wel |l as working together on s
works together with institutions to process their data in the best and meaningful way, either
from the domain perspectv@er [Wwéfy ki ng f or t h é'mdditianal projectc e s s
work is undertaken by PECHO in the utilisation of cultural metadata and is equally important
because Athese projects can also solve 1issu
finding ways to deal with Intellectual Property Rights holder issues, or making connections
with creative industries to start making data fit for a specific purpose, all these things can
happen in these projects. o

1112, Interview Transcript, 5 December 2014.
1212, Interview Transcript, 5 December 2014.
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Policy and legal advisor cultural data sector

The main focus of the policy and legal department at PECHO is to support the openness of
metadata through the drafting and implementation of appropriate policies and licensing
frameworks. PECHO is currently publishing up to approximately 40 million obgexdtsit is
essential to ensure that these items are appropriately labelled for licensing purposes. This
because the PECHO model is,

built on the fact that metadata should be open, it should be available under creative commons
public domain dedication. Andll of the content that is shared should be labelled with a
statement that indicates how it can be accessed and what its copyright status is. And so those
fundarggntal principles when change but maybe how we implement it will responds according
to need:

To that end, PECHO recently introduced a works directive to make sure data providers
understand how to properly label cultural works, subject to any legal requirements.

R&D i Technology and infrastructure

The PECHO dat a mo deexlc hnaunsgte foaf c idlaittaa tree stohuer c e s .
PECHO were created by | ooking at wvarious mod
what data needed to be exchanged. This devel

we made some propadswllememd we es tmordted d tfaor ex
vocabul aries and also build some application
data. And what has happened in PECHO and comr
to have this dseprltoyefd twdadhredogl.oA\nd t o have eve

publish them a bit more openly and easier to
The technical platform i mplemented to achiev
So a part oeft wmohre&k REECHMa dre of experts in techn
institutions or in universities [ é&] and our
indeed about while making sure the eRl anod ble.n
And to promote well their®activities and mak:e

Research & Development personnel are tasked with pushing the development of this
technology and developing the accompanying best practices so that more of the domain is made
availeble to encourage data-use.

2 DATA SOURCES, USESFLOWS AND CHALLENGES

The BYTE case study focuses on the publicly funded cultural data initiative and such, the
discussion below relates the data sources, use and flows in that context.

2.1 DATA SOURCES

PECHO dals primarily with big cultural metadata (including open linked metadata) pertaining

to cultural works (digital images, sound recordings, texts and manuscripts etc.) from a large
majority of Europeds cul tural h erelatingaqgthe or g a
following works: digital images, sound recordings, texts, manuscripts, artefacts etc. This
metadata is provided by a multitude of national and local cultural heritage organisations,

1317, Interview Transcript, 20 Mahc2015.
1415, Interview Transcript, 19 January 2015.
1515, Interview Transcript, 19 January 2015.

31



usually via a national aggregator that deals directly RECHO. However, museums, archives

and libraries are the main data sour®eRECHO deals with up to 70 aggregators that provide
varying amounts of data subject to the volume of catalogue data held by the data partner
cultural heritage organisations. Ongnesentative of PECHO estimated the volume of data
held:

So at the moment we have in our database, [ &
al | open for various different reasons. And
[ é] a hate 2&million records, which actually point to items that have been didifised.

PECHO however does not stor e tbheec adiastea figd rhce yn

di verse and they have |l ots of di f fteorreen tt hpee
references to t hteiner eSdo oirtgddm EaS ldv@ei rpyn ohfiiéglhds a ¢ ¢
to 40 million items of open data, which has
met adata that does®lIniocte nascicnogr dr ewg utihr etnheen tC 4 0s
content data that PECHO |Iinks to. The wvol ume
we are not particularly calling for new cont
Yes mainlg] ipédepltdhatome and give us dat a, a
growing partners That i s always growing. So

for more ®ontent etc.

Some of the metadata are created and provided by experts. For exdorgriens of national
libraries provide lists of metadata relating to a particular subject matter. This constitutes a wide
and rich body of knowledg&.However,PECHO does not accept any metadata from its data
partners that is not provided under a CQ@rice and all data partners are required to sign a
data agreement to that efféétThis is a fundamental requirement of the PECHO Data Model
(PDM), which was developed -mouse as a means of dealing with open linked metadata,
especially as these data aften provided in a number of formats and languages. The PDM
centres on the concept of open access and it has significantly contributed to the open data
movement in Europ& The PDM is specifically designed to aid interoperability of data sets
during the @ta acquisition phase. Integrating data into the PDM is an interactive process:

So cultural institutions need to connect to what we call aggregate to switch our national or
domain associations or organisations that collect data in their domain of thepegée

countries. And they connect it according to the data model that we have set and we have
provided that is called PDM, the PECHO Data Model, and this aggregation structure is like a
tiered structure in which the cultural heritage organisation da€lwthere are about 60,000 in
Europe only alone, are being collected throuct
these data to us and we deal with them. The data itself in only the metadata so there are
references to objects that are storea@llgcat the cultural heritage institutioA$

¥I5ABi g Dat a BYTE F&@uslGtoudviuaich, 23 March 2015.

1711, Interview Transcript, 27 November 2014.

1816, Interview transcript, 30 Janua2p15.

19 CCO License is a form of public license that releases works into the public domain with as few restrictions on
use as possible.

2012, Interview Transcript, 5 December 2015.

2115, Interview Transcript, 19 January 2015.

2212, Interview Transcript, December 2014.

2311, Interview transcript, 27 November 2014.

2416, Interview Transcript, 30 January 2015.
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The PDM also facilitates the richness of the data used by PECHO. The PDM:

was developed over some time, and is not going to be implemented, and meanwhile a number

of data projects and aggregators are alecking with PDM and giving us a data PDM which

allows them to make them more richer, which allows them to also incorporate vocabularies, so
itds a much richer and muchéit is yeséall ows
model that we usetf

Looking to the future, there may be additional sources of data, although these are not yet
institutionalised in the PDM. For example, transaction data and public sentiment data can be
utilised in the future, not just by PECHO, but by other organisationsedisthat wish to
capture the benefits associated with that type of data in the cultural@ector.

2.2 DATAUSES

The primary use of the metadata is to provide citizens, educational institutions and other
cultural heritage institutions with efficient accessctdtural heritage works and their related
information. This is the primary use of big cultural data in the context of PECHO. Thus, the
value of this data utilisation lies simply in making cultural and historical works available for
use and raise. PECHO falitates this through the implementation of technological
infrastructure and software specifically designed for the provision of open cultural metadata for
the efficient location of content data.

Furthermore, the facilitation of open cultural metadas lead to a number of subsequent uses
of the metadata and content data. This bolsters the value of metadata, which is observed:

metadata for us are stildl i mportant they are
product then it becomes vedifficult to raise a bar and also to make that content that are
underlining this data properly accessibfe

Metadata and content data use and reuse are the primary focuses of the PECHO initiative. For
anyone in Europe and abroad who wants to connectltir&iuneritage data digitally, that use

is facilitated by the PECHO centralised data model or centralised surface (the PDM). PECHO
supports reuse of data bgonnecting data partners with creative industries, for example. This
means that current and prestive stakeholders within these industries are aware of access to

the catalogues, which in turn, can lead to works beirgurposed in a contemporary and
relevant way. This reise issupportedboy PECHOG6s commi t ment to op
make the stufbpenly available we also hope that anyone can take it and come with whatever
applicati on t # Ehigis significant ds the disaokirse.ol cultural data at present

is about reuse, now that the practise of digitising cultural works is matdiing.means that
APECHO is thus experimenting if you | ike wi
where they can hold extra content and whether value is created both for the providers and the
aggregators and?® Funrermore inkercneetivk isemse,i PEGHOMrovides a
number of data use opportunities, including the following example:

2512, Interview Transcript, 5 December 2015.

%See Deliverable 1.3 @S eBigQultuialdData, 3 Mdrdgh@01%.i ons of Bi g Da
2712, Intendew Transcript, 5 December 2014.

2815, interview Transcript, 19 January 2015.

2913, Interview Transcript, 9 January 2015.
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we have PECHO sounds which is currently in its nascent stages, which is looking at more non
commercial sound recordings like folklore and wildlife neiseand what have you
about to launch a portal called PECHO research, which is specifically aimed at opening up and
raising awareness of the use of data in the academic community. And we also have our PECHO
labs website which if you are on ouloprebsite which is the pink colour one, in the right hand

corner | believe®

Instructions for how users can reuse data are generally provided alongside the data, although
typically, the data will be under CCO licen8eAside from this use and Hese, thedata are
otherwise technically used in a manner that involvestdaday data processing, including
harvesting and ingesting.

2.3 DATAFLOWS

There are a number of steps involved in making cultural metadata and content data available
through the PECHO web gat.

First, data originates from cultural heritage organisations all over Europe, as discussed above
under O6éData sourcesao. For exampl e, a nation:
PECHO and provides it in the format prescribed by the PDM.

More generally, the data flows from the original source as it is described in the following
example:

we take metadata from a museum. They give us the metadata solely and in the metadata as part
of the metadata they give us a URL to where their digital elc t is restored |
website, on their servers so that it can be
that object for that museum we just republished via the URL. So we only deal with metadata

you are quite right. However our goaltisshare data so metadata and content. And it is really
important that if users find the metadata the museum provides and because they can see the
images that are retrieved via image URL they need to be able to know how to use those

images®?

Thus, alldata are either channelled to PECHO via a national data aggregator or directly from
the smaller institution. A team at PECHO acts as the interface with the partners across Europe
that provide data to PECHO. They process these data internally until theybdished in the
PECHO portal. The data may then also become accessible via the API and other éhannels.

The data flows are facilitated by the PDM referred to above. This process is described in more
detail by a representative of PECHO who states tiegaPDM is a:

one of a kind model which allows the linking and enrichment of the data so you could very
much generalise data [ é] if you adhere to th
multilingual databases. So for instance look for an object @eanan language you would
automatically find results that are described in English or any other European language. So it is

3017, Interview Transcript, 20 March 2015.
3117, Interview Transcript, 20 March 2015.
3212, Interview Transcript, 5 December 2014.
3317, Interview Transcript, 20 March 2015.
3412, Interview Transcript, 5 December 2014.
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a lot aligned to the thesaurus model or the models that have been in place for years now. So that
is the main feature | think of 6lPECHO Data modé&P

In terms of data processing, the open data is given priority over data with a restricted license.
Overall, the flow of cultural metadata at PECHO is ever evolving and is modified and
developed to meet technical challenges as these. The main technical challenges are
addressed below.

2.4 MAIN TECHNICAL CHALLE NGES

The primary technological and infrastructural challenges that arise in relation to achieving the
PECHO objective of providing open linked cultural metadata generallyerdlat the
organisation, standardisation and alignment of the disparate data coming from a large number
of varied institutions that use differing formats and languages. The primary solution offered by
PECHO to their data partners is assisting them with #aherence to the requirements of the
PDM.

Central to making cultural data accessible to a wide audience, the technical challenge presented

by the diversity of European | anguagegshemust
difficulties we hae at European libraries, of course, is that we across Europe are
mu | t i |3 Tihigahaléngedtas been dealt with by incorporating methods of translation into

the PDM in order tdoring the data into the required format for mapping the dstather
techncal challenges faced in relation to open data, is not in terms of facilitating openness, but
rather, tracking how the open metadata and data is being used. PECHO must implement
technical solutions that are capable of evolution so that the data camufilse challenge will

likely be addressed as the PDM evolvd®reover, participants at the BYTE Focus Group on

big data in culture agreed thathouse development of solutions to technical challenges is
required for total control over data, and espécid] in the future, stakeholders will better
utilise transaction data and sentiment data to capture commercial benefits associated with big
cultural data. However, these processes require considerable financial resources, which is an
issue when dealingith public-sector data driven initiatives.

The varying quality of data is also a technical challenge faced by the PECHO data processing
team. This issue arises because every user has different requirements and differing perspectives
on data qualities tmathe curator or data entry person that made the data in the first place. In the
context of PECHO, data quality means:

Richness is certainly part of it, like a meaningful title or a long and rich description and

contextual information use of vocabular@sd all these aspects to help making data more richer

and easier to discover. But it has several also other areas, like, currently a lot of the metadata

that we get, are made for a specific purpose in a museum in an archive, in the library, for

example tdoy scientists for scientific purposes for example, this is why sometimes a lot of these
data are generated for purposes and now they are turned into something how does it work for

the end user. And how is it fit for even a reuse purpose, which sometiditfigigt to achieve

as the starting point with a different one. So also depending on what you want with these data,
you may get different [é] *®efinition of what

3516, Interview Transcript, 30 January 2015.

3611, Interview Transcript, 27 November 2014.

SFG10 and FG11, i BYTEF@astGeoudumichC23 Madrah P04 ,
3812, Interview Transcript, 5 December 2014.
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Addressing this issue was the topic of a task force last year thainedametadata quality.

Data quality remains important because PECHO needs to enforce its set of mandatory aspects
of the PDM so that every record has an appropriate rights statement attached for the data
object, as well as other mandatory fields for défeérobject types, and text language/s. These
standards enable PECHO to fdleverage the ful
achieve a certain | evel of consistendy was vy

Overall, addressing teclual challenges #mouse and as they arise is key to the effectiveness
and efficiency of the PECHO initiative:

With incentives coming from creative with new technologies coming from cloud and from
within our own organisation, working to make processesradficient, that also some of these
issues can be solvedThese issues however are the key driver in technological innovation.
PECHO also works with its data partnerstdve some of the issues that you are mentioning in

terms of infrastructure and raso c e . AFor example data aggrega
better position to make the tooling, that would make mapping easier for the individual
museumg?

2.5 BIG DATA ASSESSMENT

There is debate as to whether big cultural data eXistseoretically,we canconsider the

extent to which big data in the cultural sector contends with the accepted definitions of big
data, such as the Gartner 3Vs definition or an extension of that definition, such as the 5Vs, used
to assess big data across case study sectorgik Mackage 1 of the BYTE project. The 5Vs
include: Volume; Variety; Velocity; Veracityand Value These Vs are more likely met when
cultural datasets are aggregated. Although there is some evidence of stand alone data sets being
considered big data, su@s sizeable collections held by cultural heritage organisations or in
private collections. For example, the totality of cultural metadata utilised by PECHO would
likely contend with a definition of big data. The following is an assessment of whether big
cultural data exists in the context of the case study based on information gleaned during case
study interviews and supplementary discussions held at the BYTE Focus Group on Big Data in
Culture and assessed against the 5Vs of big data:

Volumecan be indicated by: massive datasets from aggregating cultural metadata; or large
datasets of metadata of cultural items available at cultural heritage institutions (museums,

libraries, galleries) and organisato”RSECHO B61 che | | i on Hdat bt wphi ofn
period of ap p rorxhii sa tveol lyu mee ywweassr st.he product C
data. However, the total volume of the dat a
items and growing, and aghsudhk rnenpdiermeant pt
specific mod&hjsthekelDM. contends with the
definition. Neverthel ess, debate surrounds
specialising in searrcmmdemgitneaat @ac hwhol opgayr ta rc
Focus Group opined that cul tur al data is nq

3912, Interview Transcript, 5 December 2014.

4015, Interview Transcript, 19 January 2015.

“This topic attracted much discussion by bigYTBEata pr
Focus Graip, Munich, 23 March 2015.

4212, Interview Transcript, 5 December 2014.

4316, Interview Transcript, 30 January 2015.
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becomes so when a numb ér of dat abases are co

Varietycan be indicated by: quantitative data, e.g. cataloguingetddata and indexed cultural
datasets; qualitative data, e.g. text documents, sound recordings, manuscripts, images across a
number of European and international cultures and societies in a variety of languages and
formats; and transactional data, e.gorels of use and access of cultural data items. The data
held by PECHO is made up of all of these characteristics, particularly noting that the vast array
of data items are provided in a variety of languages and formats.

Velocity can be indicated bymonitoring user behavioural and sentiment data, social media
traces, and access rates of cultural data etc. This is not a major focus of the PECHO model,
although it is becoming increasingly so.

Veracitycan be indicated by: improved data quality. Data quaiityhness and interoperability

are major issues that arise in relation to the data used (and linked to) via PECHO. This is
especially visible agvery user has different requirements and differing perspectives on data
qualities than the curator or datatrgnperson that made the data in the first place. In this
context, the veracity of the data used contends with that commonly accepted to indicate big
data. Nevertheless, there exists contention around the veracity of cultural data and its
richness®

Valuecan be indicated by: knowledge creation from the access and potenisal of digitised

cultural items; improved access to metadata and data, e.g. historical textsppaoding

efficiency for students, researchers and citizens wishing to accessdtendatducing overall
operational of cultural institutions and organisations. Although the value of cultural data is
cannot be assessed in the traditional economic sense, does not mean that it does not generate
social and cultural value.

The data utilisedoy PECHO constitutes big data in a manner that is best summed up a
representative of PECHO: Afwe may not have
heterogeneous dat a an d Neverthelessyvtie ddirdtioneoh igidata ¢ ¢
continues tochange as computational models change, which makes it difficult to assess the
6sized of cul¥ural data generally.

3 ANALYSIS OF SOCIETAL EXTERNALITIES

This section examines the positive and negative externalities identified in the culture case
study, accading to the list of externalities included in Appendix A (Sedle55).

3.1 ECONOMICAL EXTERNALIT IES

The immaturity of big cultural data is linked to its evolution in the public sector. The
digitisation of items of cultural heritage is carried out largely by putsictor institutions and
organisations. This means that these processes are subject to policy and funding restrictions,
which at times act as barriers to progress and the slow the adoption of big data information
practices across the sector. Second, @aharelated to the public positioning of the cultural
sector, there is a strong focus on deriving cultural and social value from the cultural data rather

“FG11, nABi g DaYTa Focus GréugMuniahn,r2@ Maych 2015.
“FG10andcG11, #ABi g D8YT& Focus GréumMunian,23March 2015.
4613, Interview Transcript, 9 January 2015.

“FG11,iBi g Dat a B¥VTE F&usIGtouydviuaich, 23 March 2015.
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than monetising these data or applying big data applications to generate profit in a commercial
sense This is one of the main reasons that associated data, such as transaction and sentiment
data are not yet being fully utilised. In the case of PECHO, the generation of revenue is not at
this stage a primary objective, and in any event, in this contepyright laws restrict better
utilisation of cultural data and its traction d&t&ocus group participants also identified the
negative impacts that are produced when new business models utilising big cultural data, such
as competition and regulatory issyer development and innovation are hindered as a result of

a O6copyr i ¢d*nhThus, big cuitunab data ds.predominantly understood as a publicly
funded investment in culture creation and preservation. This potentially hinders the economic
externalites that would otherwise flow from big cultural data use angsee

In terms of economic value being derived directly from the metadata in a traditional economic
sense, analysis shows there is no real economic value into the business of metadgtaydirectl
exploiting the metadafd. However, there are indirect economic benefits in that it raises the
visibility of the collections and of the providers and drives more traffic to these national and
local sites, which are the main value propositions for plerg in terms of making their data
available to aggregator$.Ho we v e r the restrictive funding
inability to exploit metadata directly can act as barriers to innovation as well. An example of
why funding plays a major role iié creation of externalities was provided by a representative

of PECHO as being | inked t o (Storaegeisxepexpensgveof a
that is what we noticed, it is not the storage itself but the management of the storage ia really a
expensi ¥Ye thing. o

Despite these issues, limited resources also drive innovéatimmovation is a crucial element of
economies. PECHO provides examples of innovative collaborations, siRBEG$O Cloud,
which is predicted to have an impact in termgshaf future of infrastructure, and aggregation
for big cultural datalnnovation is also captured in the following description of a developing
business model at PECHO:

what we propose in the business model for PECHO cloud surfaces, is that we carstast |
expensive or just as cheap as the national aggregation services or domain aggregation services
would do. But then on a European wide scale, so there is this automatic involvement in the
infrastructure that we are proposing. Which has the advarttagarybody can access it under

the conditions that we have Sét

Thus, PECHOGs commit ment to open data prod:l
Furthermore, this is possibly the major impact of PECHO as the value lies in making the
metadata open andccessible for repurposindhis means thatt at aset s t hat ar
together by the semantic web community are currently being used by many people to fetch data
rather than storing their own catalogue of datéhis also potentially enables stakeholders

create services, such as (online) guided tour models for tourism purposes, which prompt people

to travel and view the original version of what they see oRfin©ther positive economic

“UFE G, fBi g Da BYIEFoous GrodgMuniah,e28® March 2015.

®l'6, FG8, FG9, FG11 & FBYIEFpcusiGoupylunioha23aMarchi201&ul t ur e o,
5013, Interview Transcript, 9 January 2015.

5113, Interview Transcript, 9 January 2015.

5216, Interview Transcript, 30 January 2015.

5316, Interview Transcript, 30 January 2015.

5415, Interview Transcript, 19 Janya?015.

FG8, fABi g DaRY&E Foous GouMunictr, 23dMarch 2015.
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externalities associated with the use of big cultural data cabdieer trend prediction for
marketing purposes (although this is not yet a focus of pu#liciged cultural data driven
initiatives); innovation of cultural services; supports an ease of preservation of cultural heritage
works; and more comprehensive sasdof the works due to longer access periods, which can
result in innovation$® Positive economic externalities produced by big cultural data utilisation
were reiterated by focus group participants, namely when it is used in the creation of new
applicatios and/ or business models for education or tourism purposes that combine cultural
data ancEarthObvgdata. Big cultural data also aids journalism and-@atiched storied’

Table 10 Economical externalities in the culture case study

Code Quote/Statement [source] Finding

E-PCDAT-1 |[[ €] A number of data pr oj ¢Innovative data
working with PDM and gi vi Mmodelsarebeing
them to make t hem ntohreem rtiadevelopedand
. . adopted by externg
i ncorporate vocabul ari es [staleholders.
partners, |ike the Digital

|l earned from this and havg¢
and so that the Ger man Di ¢

someg hdinmil ar , has taken P
way that it fits that pur |
used al so and something wg
Ot herwise thinking really
I actually woouslady btehihse siist i
tool or software that we |
usi ng, because | '"'m not req
German digital l'i brary exjq

E-PO-BM-2 [ ] we rather thought of Big cultural

infrastructure and
|l ot of the wupdates ar e ma(tgolsforthe

i nvestigations [ é] and we |provision of open
model better or we @&irect |data whichinturn,
inspires innovative
re-use, rather than
the generation of
the profit in the
traditional sense.

[
would make available for {(metadatais
difficult to start |icensijsupportedby
specific
Actually a |l ot of the exda ¢
(

E-PGTEC-2 | Data about events, people visiting sites are largely under| Interaction data is
Bringing that together becomes an advant®gesonalised | largely underused

profiles are important. Crodiking of data adds valug. when dealing with
big cultural data,

%616, FG8, FG9, FG11 & FG1#iBi g Dat a BYTE Fatus|Gtoudviuaich, 23 March 2015.
SFG8F G13, ABi g DaYTa Focus GraugMunhialn,r2@ Maych 2015.

5815, Interview Transcript, 19 January 2015.

YFG1 2, i Bi g DB8YTE Focus GréugMunialn,r2@ March 2015.
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despite its potentia
economic benefits.

3.2 SOCIAL & ETHICAL EXTERNALITIES

The overarching social externalipssociated with PECHO is the creation and enriching of
cultural and social value for European citizens. This achieved by facilitating readily accessible
cultural heritage data. One aspect of value creation is combination enrichment, supported by
providing searchable open cultural data and metadata. This search ability also facilitates depth
of research and study, which leads to greater insights and a more accurate presentation of
cultural and historical facf®. However, this raises the ethics of opportuoisearch engines
being able to control Il nteraction data rela
commercial benefit. For example, Google is free but uses the information provided by PECHO
in its own business model for targeted advertiskhgwever, PECHO provides the service at a

cost to the taxpayer where revenue generation is not always considered an appropriate aspect of
the business model, in accordance with a ped#ictor etho8! Thus, the social value created

by open linked metadatalso implicates ethical considerations of data exploitation and
inequality. Further, inequality of access between organisations entails the situation where the
publicly funded open data model provides private organisations with access to both these data,
as well as their own data, which they are under no obligation to share. Public institutions, such
as PECHO, have free access only to the data they hold and are limited in their potential use and
repurposing of that data because of this.

Further, focus grqu participants identified the risk of fraud resulting from open access to
cultural data when anyone with access to digital versions of cultural works may reproduce it or
misrepresent (lesser known) works as their own, via social media for example. &ltge is
because authenticity becomes difficult to verify when works are distributed on a ma$$ scale.

Lastly, the ethics of privacy were identified as a potential externality of open cultural data,
insofar as privacy of individuals or groups identified irtuwal data can be invaded via the
provision of linked metadata. In the case of PECHO, any risk to privacy is addressed in the
Aterms of wused policy section on the websit
think that something is not conteor they have problems with similar to Google, they can
inform us and t hen we ®Wahilkt¢hreatshteprivacy tire a potartial a | s ¢
issue, it is not a major concern in practice because it can be readily addressed and there are so
few recorded complaint¥

Table 11 Social & ethical externalities in the culture case study

Code Quote/Statement [source] Finding

E-PGETH-1 | The content is not accessible for searching. | mean when| The  value  of
have full text of course you can deploy full text search on| metadata is ofte
of it. But for pictures of paintings or statues or even sounq overlooked
without metadata you canot
accessing thenAnd that is often overlooked but it is true

®OFG8F G1 3, Bi g D 8YT& Facus GroupMuniahn,r2@ Maych 2015.

SlFG8F G1 3, Bi g D 8YT& Facus GroupMuniahn,r2@ Maych Q15.

2] 6, FG8, FG9, FG1l1 & FBYIEFpcusiGouydylunioha23aMarchi201&ul t ur e o,
6312, Interview Transcript, 5 December 2014.

6417, Interview Transcript, 20 March 2015.

f
f

40



that in the past year [ é]
metadata is an important piece of the puzzle. And | beliey
that all these stories about national security actually kind
helped send a message. Peapke more aware of the benef
and the dangers of metadéta.

[ €] suddenly where we get |Intheory,the ethicg

E-PCLEG-4 aspects are touched upon. |Ofprivacyare
on theeptheurehe relative | Mmplicatedby
d N hi . openlinked

oesnd6t want this picture| oqata
get take down requests.

E-PODAT-1 [So actually whenderECHwWh esrt @ Tackling inequality
reluctant and the data mo (betweenpublic
convincing them. Because tsectorandpnva_te

. : sector organisation
we can publish richer dat‘willbe
wi || real |l Yy happen i f ® a9y instrumental in
i f everyone keeps their digigeneratingvalue
happens. for all stakeholders

3.3 LEGAL EXTERNALITIES

Reuse of cultural datis not absolute and for cultural data to be lawfullysed it needs to be

done so in accordance with relevant legal frameworks. In fact, managing intellectual property
issues that arise in relation to theuse of cultural data is perhaps the biggéstllenge facing

big cultural data driven initiatives, such as PECHO. The effect of copyright protections, for
example, can be a limit on sharing data (that could otherwise be used for beneficial purposes)
and the enforcement of high transaction &stghich then restricts the audience members to a
particular demographic.

Further, arranging the necessary licensing agreements to enaisie oé cultural data can be
arduous, especially as there is limited understanding and information about how rights
staements and licensing frameworks can support stakeholders in capturing the full value of the
data. This not only includes the technological challenge of making the data truly open and
accessible, but also necessitates an attitudinal shift amongst tralditipris holders, as well as
cultural heritage organisations that hold cultural data. Licensing arrangements by the BYTE
case study organisation, PECHO, are commonly tackled through applying a Creative Commons
licensing regime, namely a CCO public licene&CHO Creative, a PECHO project, provides a
good example of how transparent licensing arrangements can support open cultural data, which
enables raise and the benefits that flow from that reuse. The longstanding tensions
surrounding intellectual propgrtights and cultural data has led to a strong call for copyright
reform in Europe on the basis that the legislation is outmoded and a barrier to sharing and open
data®® For example, an institution that stores terabytes of tweets from Twitter has been unable

8515, Interview Transcript, 19 January 2015.

6612, InterviewTranscript, 5 December 2014.

6715, Interview Transcript, 19 January 2015.

®8FG8EF G13, ABi g DaYTa Focus GraugMuhialn,r2@ Maych 2015.
8917, Interview Transcript, 20 March 2015.
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to utilise that data for the purpose it collated the data due to the barrier to sharing presented by
the current intellectual property framewdfk.

In addition, datgrotection was identified as a legal barrier to some models that incorporate the
use of cultural interaction data, and for also limiting thege of certain forms of cultural data,
such as data including references to sensitive personal mé&teéysathis is an area of egoing
debate, reform will continue to be pursued by stakeholders.

Table 12 Legal externalities in the culture case study

Code Quote/Statement [source] Finding
E-POLEG-2 | One barrier that I'm not going to priteis but our rights, One of the major
thatds one thing that i s {¢issues,and
When it comes to rights people need to apply to actually { potential barriers tg
even know what the copyright situation is. That sometime re-use of cultural
causing interesting questions and discussionspatiners | data is property
on all levels’? rights. However,
this can arise as a
result of miss
information or a
lack of
understanding held
by the data
partners.
E-PRLEG-2 | So this yeawe are looking again at rights statements and| Fragmented
how those can be clarified because the legal landscape iy implementation of
difficult and it is difficult for users to sometimes understan European
what restrictions ther e miintellectual
need to make sure that thase accurate but also they are | property
kind of harmoni sed acr os s |frameworkis
different ways to say something is in copyright. In the san jeopardising open
way that Creative Commons who is a licensed standard t| data and the
we use as a basis of a lot of our options. Aneb@ve opportunities
Commons even moved away f I associated with the
wasndét even 28 it was c oulreuseofcultural
recent update they moved away from country specific an¢ data.
just upgraded to 4.0 and then said that actually if you war
translate ityou can but 4.0 in English it is one licence it is
adapted to any country specific latv.
FEG11, ABi g DB&a&YT& Facus GreuMurtich, 23eMarh 2015.
"FG8FG13, ABi g DB&aYTa Focus GrGugMunhialn,r2@ March 2015.

7212, Interview Transcript, 5 December 2015.
317, Interview Transcript, 20 March 2015.
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It is an important balance to sharing the metadata the Cultural heitage
E-PGLEG-5 | descriptive information because you want cultural heritag{ organisations need
be discoverable, which is why we believe it should be opq assistance with
We want it to be reused but there is a very important righ{ understanding the
hol der i ssue here is that |copyright

day and you know our culture and history that is up to abq framework.

140 years old. That has to be respected, you have to hay
permission in some way to access it or to reuse it and thg
to be cormunicated. But in the same way there are also
works that are 200 years or 300 years old were no copyri
exists. So we took the decision that it is important to
communicate that there are no restrictions as well. And th
the public domain mark, thisgs there are no copyright
restrictions of course respect the author by attributing the
information. But you are not bound by any copyright
restrictions when you access when you want to use this v
And I think that the role of the right statements ethare sort
of big part of the licensing framework is to help educate u
and to help communicate this information so that
peopleéunderstanding of wi
that they discover via the metadata published on Eurdfed

3.4 POLITICAL EXTERNALITI ES

Political issues arise in relation to making the data open because it can lead to a perceived loss
of control of data held by national institutiortseteby causing intraational tensions. This
tension is alsduelledby reluctance on part of institutions to provide unrestricted access to their
metadata under a CCO license. The immediate response to this for PECHO hasrizedeto

a clause in the Da Agreement requiring a commitment to sharing only metadata with a CCO
licence or be excluded from the pRaropean partnership, and subsequently, lose the benefits
associated with PECHO. However, this aggressive approach heightened fear of loss of data
control by some stakeholders. Such tension between data aggregators and data partners are a
direct political externality of promoting open cultural data. However, this is now being
addressed through education and information providing initiatives at PER&i @ighlight the
importance of local contributions to the development of cultural data aspect of the European
digital economy.

There also exists d@arthObvspolitical tension around the American dominance over
infrastructure. This has prompted a genénehd towards reversing outsourcing practices, and
developing infrastructure and toolshiouse, as has been the case with PECH®r example,

now organisations are developing their own search engines and downloading data from cultural
heritage institutios’® This has also been driven out of a desire to maintain control over
infrastructures and innovations, as well as retain skills and expertiseuge, and more
specifically, within Europe. This has been an important shift in the attitude towards a more
protective approach to European innovations and development.

7417, Interview Transcript, 20 March 2015.
FG8FG13, ABi g DaYTaFocus GraipMunhial,r2@ March 2015.
""FG11, ABi g DB&a&YTa Focus GrGugMunhialn,r2& March 2015.
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Aside from the aforementioned political externalities, political externalities in the context of
BYTE case study otherwise arise indirectly when partisan priorities dictate the use of cultural
data in the publisector, especially in terms of funding.

Table 13 Political externalities in the culture case study

Code Quote/Statement [source] Finding
E-PRLEG-1 |[ é] for instance that 1in There are intra
requires cultural heritage stored in the country itself. So iff national political

you are building a cloud structure for cultural heritage you
need a mirror or a synchronised mirror in the country itse

issues related to a
perceived loss of

control of a
nationés
heritage data.

And we need to provide access copies to them and there
also more ba political issue that many countries would lik
a national cloud surface developed. Just because they w
like to have control of them and at PECHO are looking fo
centralised surface that is run by us. But it needs to
synchronise or it needs to mar what is happening in the
national aggregation surfac€s.

There is an
increased shift
towards
protectionism of
cultural data and
keeping
infrastructure and
technical
developments
local.

E-PO-LEG-1 | Call for a political framework around cultural heritage datz

protect culturally sensitive data so that it is not leaKed.

4 CONCLUSION

Big cultural data utilisation is in its infancy andfagh, the full extent to which data utilisation
in this context impacts upon society is not yet realised. There is also ongoing discussion as to
whether cultural data accords with definitions of big data.

Nevertheless, the PECHO case study provideghhginto how to big cultural data utilisation is
maturing and the economic, social and ethical, legal and political issues that arise in relation to
the aggregation of cultural metadata in the open data context.

PECHO has faced a number of technological challenges, but these challenges have also
prompted innovation in data models, tools and infrastructure. Despite these challenges, PECHO
produces a number of positive externalities, primarily the creation of soaatultural value.
Similarly, legal issues related to intellectual property rights have prompted the drafting of in
house licensing agreements that can be used as models by simidricktanitiatives. One

of the more significant externalities to peoduced by PECHO is the PDM, which has been
adopted abroad and is indicative of the potential for innovation in data driven business models.

716, interview Transcript, 30 January 2015.
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Overall, the externalities produced by big cultural data utilisation have lead to a number of
overarching conckions. First, copyright reform is necessary to enable cultural data sharing
and openness. Second, there is a real need for data scientists to grow this aspect of European
data economy and retain the skills and expertise of local talent, which in turlymtiontrol

by organisations from abroad, such as those run bpd$8 stakeholders. Third, larger cultural
datasets require more informed data quality practices and information about data sources and
ownership. Therefore, the BYTE case study on bitucal data utilisation provides a practical
example of real challenges faced, and externalities produced (or pursued) by a publicly funded
cultural data initiative.
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D3.2 Case study reports BYTE project

ENERGY CASE STUDY REPORTT EXPLORATION AND PRODJCTION OF
OIL & GAS IN THE NORWEGIAN CONTINENTAL SHELF

SUMMARY OF THE CASE STUDY

This case study is focused on the impact of big data in exploration and production of oil &
gas in the Norwegian Continental Shelf. We haverviewed seor data scientists and IT
engineers from 4 oil operato(eil companies) one supplierand the Norwegian regulator.

We have also conducted a focus group with 7 oil & gas experts and attended several talks on
big data in this industry. With such input Wwave compiled information about the main data
sources, their uses and data flows, as well as the more noticeable chaheai)es gas

Overall, the industry isurrently transitioning from mere data collection practices to more
proactive uses of datasgecially in the operations area.

Positive eonomical externalities associated with the use of big data condatisgeneration

and data analytics business models, commercial partnerships aroundaddtahe
embracement of open data by the Norwegigulatori the negative ones include concerns
with existing business models and reluctance of sharing data by oil companies. In the positive
side of social and ethical externalities, safety and environment concerns can be mitigated with
big data, personalrracy is not problematic in oil & gaand there is a need of data scientist
jobs in the negative sidecyberthreats are becoming a serious concern and there are trust
issues with data. With respect to legal externalities, regulation of data needsr furth
clarification and ownership of data will be more contragulated. Finally, political
externalities include the need of harmonize international laws on data and the leadership on
big data of some global suppliers.

1 OVERVIEW

The energy case study is tmed on theise of big data by theil & gas upstream industry
i.e. exploration and production activitieg the Norwegian Continental Shelf (NCShe
NCS is rich in hydrocarborthat were first discovered in 1969, while commercial production
startedn the Ekofisk fieldin 19717°

The oil & gas industry isechnically challenging and economically riskyequiring large
projects and high investments in order to extract petroleum. In the case of theWNES,
complexity is further increased sincepdsits are offshorén harsh watersand climate
conditions are challenging. As a respketroleum activities in the NCS have prioritized long
term R&D and tackled projects that were highly ambitious techni®ally

Petroleum activities in Norway are sepath into policy, regulatory and commercial
functions: Norwayods policy orientation is fc
the Norwegian Petroleum Directordte(NPD) is the regulator body; while petroleum
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operators compete for oil through iaeinse systemOverall, thisseparation of concerris
considered the canonical model of good bureaucratic design for a hydrocarbon® sector

1.1 STAKEHOLDERS, INTERVIEWEES AND OTH ER INFORMATION SOURC ES

There are more than 20,000 companies associated wittpetieleum busines$. Oil
operators are large organizations that compete internationally, but also collaborate through
joint ventures in order to share project risksven the complexity of this industry, thesea
multitude of vendors that sell equipment and services through the whole oil & gas value
chain: drilling, subsurface and top structymatform) equipment, powegeneration and
transmissiongas processing, utilities, safety, weather forecasting, etc.

For the realization of this case study we have approached four of the otabtenoil

operators in the NCS, pseudonomisedsas, Cal, Loil and Hoin. We have also contacted

one of the main vendors in the NCS spms)pdenam
as well as NPD, the regulator of petroleum activities in Norway. The profiles of these
organizations are included ihable 14, according to the categorizatiai the Stakeholder
Taxonomy?®

Table 14 Organizations involved in the oil & gas case study

Organization Industry Technology Position on data | Impact of IT in
sector adoption stage | value chain industry
Saoll Oil & gas Early majority | Acquisition Strategic role
operator Analysis
Curation
Storage
Usage
Cail Oil & gas Early majority | Acquisition Strategic role
operator Analysis
Curation
Storage
Usage
Loil Oil & gas Early adopter | Acquisition Strategic role
operator Analysis
Curation
Storage
Usage
Eloin Oil & gas Early majority | Acquisition Strategic role
operator Analysis
Curation
Storage
Usage
SUPPLIER Oil & gas Late majority Analysis Turnaround role
supplier Usage
Norwegian Petroleum| Oil & gas Early adopter | Curation Factory role
Directorate regulatorin Storage
Norway
83 Mark C. Thurber and Benedicte Tpe n | st ad. i Nor wa $oiland thewoliticys df state c hampi o

enterprise. o
84Adam Farris.
2012, pp. 2€27.
SEdward

Devel o
& gas

Program on
AHow big

Energy and Sustainable
d at a AnalyticscMaganngNovembet/Creeebeo i |
Curry. iStakehol der

Taxonomyo. BYTE Project.

47



We have then arranged interviews with senior data analysts and IT engineers from these

organizations. The profiles of the interviewees are showmaiple 15 i again, we have
followed theclassification guidelinescludedin the Stakeholder Taxononi§ Since il is
the main facilitator of this case study, we were able to intervi€si{1] four times.[I-CP-1]
was interviewed twice, whilgl-NPD-1] and [FNPD-2] were both interviewedn two

occasionsat the same time. We heldsangle interview with the remaining interviewees.

Overall we have conducted 11 interviews for this case study

Table 15 Interviewees of the oil & gascase study

Code Organization | Designation Knowledge | Position Interest
[-ST-1 Soil Senior Technical | Very high Supporter Very high
Manager
I-CP-1 Cail Data Manager Very high Supporter Very high
I-LU-1 Loil Technical Very high Moderate High
Manager supporter
[-ENI-1 Eloin Technical Very high Moderate High
Manager supporter
I-SUR1 SUPPLIER Technical Very high Moderate High
Manager supporter
I-NPD-1 Norwegian Technical Very high Moderate Medium
Petroleum Manager supporter
Directorate
I-NPD-2 Norwegian SeniorData Very high Moderate Medium
Petroleum Manager supporter
Directorate

Besides the interviews, weveheld a workshop on big data in oil & gas, as planned in Task
3.3 of the projectvork plan Theworkshopprogram included two invited talks, a preliminary
debriefing of the case study results and a focus group sdssigthe agenda in Appendix

B. We haw also assisted to a session on big data in oil &hyswaspart of the Subse
Valley 2015conferencé’ We have usedll these events as input for the case studyable

16 provides an overview of these additional data sources.

Along this report we profusely include statements from the case study sbwsgscially in

the summary tables, but also within thaimtexti to support our findings. In all cases we
employ the codes included Trable15 andTable 16 to identify the source.

Table 16 Additional data sources in the oil & gas case study

Event
BYTE energy workshop

Code
FG

Source

7 industry gperts in oil & gas
from Soil, an oil well
company Eloin, West /B, V
Solutions,andA Solutions

14 BYTE members

Description
Focus group on big
data in oil & gas

8%Edward Curry. AStakeholder Taxonomyo.
87 http://subseavalley.com/nyheter/arkiv/2015/jan/konferanseprogrammet/
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IT-ST Sall BYTE energy workshop I nvit eBig t
data in subseathe
operator

IT-NOV | An oil well company BYTE energy workshop Invitedt a | Bhg:
data in subseathe
supplier

T-ST Soil Subsea Valley Conferene®15 | Tal k: A Bi

I Parallel session on big data | Soilo
T-McK | A consulting firm Subsea Valley Conference 20 Tal k: A Di

i Parallel sessiononbigdata |[Ener gy 0

1.2 |LLUSTRATIVE USER STO RIES

In this section we include three user stories that serve to illustrate emerging big data
initiatives in the oil & gas industry.

Permanent reservoir monitorin§T-ST, T-ST]

Soil is deploying myriads of sensors in the sea bottonmonitor reservoirs. For a high
resolution image the microphones need to be in the same place and for this reason they are
placed in a permanent basis in the seabed.

Seismic shootings are taken each six months, but it takes months to get the prdatssed
This data can feed a simulator ahé results used tecide to drill a new well, extract more
oil and gas, or inject water to keep the pressure ifighe right decisions are taken, recovery
ratesof the reservoican besignificantlyimproved.

However, it is possible to do more with the cables and sensors in the seabed. lodégd, S
collecting data every second to detect microfractions. This signal is used to decide whether to
increase or not the pressure in the reservoir, resulting in bet@wvery rates.
Environmentally this is also good, sinBeil can use the sensors to detect oil leakages.

Automated drillingIT-NOV]

A national oil well companyNOV) aims to automate drilling and by doing this achieve
safer, faster and better drillin§jechnologyside, they have practically all the pieces in place.
With respect to rig systems, all equipment is monitored, e.g. blowout preventers (BOPs), and
it is possible to cut the drilling pipe if necessary. NOV has also developed a wired drillpipe
with lots of sensors in it that can achieve a significant improvement in drilling speed (a 40%
increase with respect to normal drillpipes in their tests). Drilling operations can then be
automated, whilahuman operator only has to set parameters and m@ndgress.

Environment surveillancgT -ST, T-ST]

Soil wants to know if the environment is exposed to unwanted effects when carrying out
petroleum activities. The idea of this project is to monitor the seabed before and during
operations to assess whetbé extractionactivitieshave an environmeatimpact, especially

in case ofnearby big fisheries or corals. With this ai8nil is deployng mobile and fixed
equipment close to thal & gasplants for capturing video and audio in real time. In case of
an emergency, this data can be used to see what is happening and react based on facts.
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2 DATA SOURCES, USES FLOWS AND CHALLENGES

2.1 DATA SOURCES

We have asked our interviewees to describe the slatigces employed in exploration
operationand production activities. With their input we have credtable 17 with the most
relevant data sources.

Table 17 Main data sources of the oil & gas case study

Data source Used in Big data dimensions| Other remarks
Seismic surveys Scouting Volume Confidential
Exploration
Production
EarthObviogy models | Exploration Volume Analytics
Production Confidential
Production data Production Confidential
Top-side sensor data | Operations Volume
Velocity
Variety
Subsea sensor data Operations Volume
Velocity
Variety
In-well sensor data Operations Volume
Velocity
Drilling data Exploration Volume
Drilling Velocity
Document repositories | Scouting Variety Lifespan
Exploration
Operations
Reference datasets Scouting Open
Exploration
Production

Seismic datais the main source for discovering petroleum deposits. Collecting such data is
expensive and typically performed by specialized companies using seismic vessels that send
sound waves deep into subsurface and a set of hydrophones to detect reflectdd$/Bves

1]. This process produces significant volumes of data, typically ~100s GB per one raw
datase®® Moreover, this is a key asset of oil operators, so security measurespaally
enforcedn this case

Seismic surveys are transformed i80 EarthObvslogy modelsi this is probably the most
impactful scientific breakthrough of the oil & gas industtyEarthObvogists and
petrophysicists analyse these models to find potential deposits of hydrocarbons.
Transforming seismic data into 3D modelsc@mputingintensive and results into further
amounts of data, ~1 TB per one processed dathsedeed,Soil stores around 6 PB of
seismic data (raw and processed$F1].

8Adam Farris. AHow big dat a AnalgticscMaganngNovembet/Deeemberi | & gas
2012, pp. 227.
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Production data is very important for oil companies and receives a lot of attenSince

this is a commerciadensitive asset, operators suchSad do the accounting of production
data by themselves. Oil production is measured at every stage of the flow, while the
aggregated figures are reported to the partners in the jointrgeartd also to the Norwegian
Government that has a reporting role.

In the last decade, the oil & gas industry has gone into a process of insalisaysin every

piece of equipmentop-side, subsea and wwell. New fields are heavily instrumented, e.g
Edvard Griedfield has approximately 100K data tagd_[UN-1] and Goliatfield has around

80K data tags {ENI-1]. Sensors are very diverse and generate a lot of data. Moreover,
velocity is also a challenge, e.g. a subsea factory produces 100s edpbégh signals
(~10Kbps) and can thus easily generate 1 TB of data per-&yH].

Drilling also generates higlolume and highvelocity data. This data is analysed in real time
for safetyreasonsand to monitor the drilling process, i.e. to detect & tbservoir was hit -
ST-1].

Document repositoriesare also quite relevant in the oil §as industry and employed in
different stages. For example, pasill reports can be analysed to obtain the rock types in a
well T this can be relevant for other analogue areas under exploration. However, document
repositories are typically unstructureehd quite varied since a report could be produced
anytime since the beginning of oil operations in the NCB({s). Therefore, the management

of knowledge repositories is quite challengfogpetroleum companids-ST-1].

Finally, NPD publishes sonteference datasetsis open data FactPage® and Diskog? are
probably the mostelevantones FactPagegontain information about the activities in the
NCS, i.e. licenses, fields, wellbores, discoveries, operators and facillieBiskosdatabase
includesseismic, well and production daitathe NCS

2.2 DATAUSES

With suchmassive data assetsllected in the oil & gas industry, there are a number of uses
of datain place, as reflected ifable 18. We describghem in the following paragraphs
organized around the different stagéshe upstrearwalue chain

Table 18 Main uses of data in the oil & gas ase study

EXPLORATION & SCOUTING

Seismicprocessing| Seismic processing is the classical big data problem in the oil & gas influs
ST-1]

Seismic data is difficult to analyse, compEarthObvsmodels are employed
[I-CP-1]

Oil companies have madarfie investments in expensivdrastructures:
clusters and higiperformance storage-8T-1]

91 http://factpages.npd.no/factpages/
92 http://www.npd.no/en/abouis/collaboratiorprojects/diskos/
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New techniques, methods, analytics and tools can be applied to find new
discoveries HLU-1]

PRODUCTION

Reservoir
monitoring

Seismic shootings are used to create 3D models of the redarsobsurface
[I-ST-1]

Reservoir simulations are computer intensive and emplmyedaluate how
much oil should be produced in a weHgT-1]

A better understanding of reservoirs, e.g. water flowing, can serve to take
decisions in reaction to emts [FCP-1]

Oil exploration

There are also exploration activiti@salready producinjelds to look for oil
pockets. This can result in more wells for drilliihegST-1]

Accounting of
production data

Reporting requirements to the authorities keehse partners{6T-1, I-NPD-
1]

Not especially interesting in terms of big data by itse§TH1]

Production data can be combined with other data sources, e.g. linking ala
with production data {CP-1]

DRILLING & WELLS

Drilling operations

Drilling data is analysed to minimize the nproductive time HCP-1]

Operators use drilling data to decide whether to continue drilling or-8&at{]

Well integrity
monitoring

Well integrity monitoring is typically done by specialized companig¢dJi1,
[-ST-1]

EarthObvtogical models are employed, taking into account the type of roc
the well [FST-1]

OPERATIONS

Conditionbased
maintenance

Equipment suppliers could make better usage of the data, e.g. to optimize
equipment performance. Indegdere is a strong movement towards conditiq
based maintenance@iP-1]

Focus on applying conditiebased maintenancefUPR-1, I-ST-1, I-LU-1, |-
ENI-1, T-ST]

Equipment We use operational data to improve the efficiency of equipmesit 1]
improvement
Datadriven new | Some suppliers are using big data to develop new productSod.fgas
products expensive equipment that can increase the pressure in a rese8/mit][|
Dataenabled Vendors also sell specialized services such as vibrataonitoring. For
services example, SKF is a vendor with expert groups for addressing failures in rot
equipment [ILU-1]
We are interested in selling a service such as system uptime instead of
equipment ISUR-1]
Soil buys services (including data) from theaddhsupply chain [ST-1]
Integrated Soil has a monitoring centre for the equipment of each vendor supplier. W

monitoring centre

considering replacing them with an integrated centre. In this way, it would
possible to get more informati &m
1]

Integrated

Big data can be used for making better and faster decisions in operations
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operatimns integrating different datasets (drilling, production, etc${P-1]

The analytics of integrated data can be very poweHGHH1]

Exploration and scouting

Seismic processag for the discovery opetroleumis the classical big data problem of the oil
& gas industryOperators have made large investments in-sged parallel computing and
storage infrastructures to generate BRarthObv#ogy models out of seismic datdhe
resolution of the images obtained with seismic data is*faand for this reason petroleum
experts EarthObvghysicists and petrophysicists) try to use additional data sources such as
rock types in nearby wells and images from other analogue ar&3sl]l Nevertheless, the
complexity of exploration data makes the access of data to petroleum exgmetsally
challenging requiring ad hoc querying capabilitiesDue to this, theEU-funded Optique
projecf* aims to facilitate data access through the usbefptique platfornfior a series of
case studies, including oil & gas exploratiorsinil.>>

Production

Seismic data is also employed productionfor reservoir monitoring, creating 3D models

of the reservoir in subsurface. Simulations are then caoigdo evaluate how much oil
should be produced in a well. Nowadays, there is a trend to permanently deploy seismic
sensors in the seabed of a reseriaee the user story on permanent reservoir monitaning
Sectionl.2i allowingthedetection of microseismic activity In addition, seismic data from
production fields can be employeddascover oil pocketsthat can result in more wells for
drilling and thus extesh the lifetime of a field. Finallyproduction data is carefully
accountedthrough all stages of the petroleum workflow. Although production data is not
especially challenging in terms of big data, it can be combined with other sooirgas
further insght, e.g. linking alarms with production data.

Drilling and wells

Drilling operations are normally contracted to specialized companies such as IN§Bé
stakeholders in sectioh.1 Oil operators get the raw data from drillers and then select the
target for drilling and decide whether to continue or not, sometimes relying on simulators [l
CP-1]. These decisions are based on the analysis of drilling data, andrthéy minimize

the nonproductive time of very costly drilling equipment and crews.

Given the complexity ofvells, their integrity is monitored during their complete lifetime.
External companies are contracted for well integrity monitoring, empldgémthObviogical
models and using core samples from the well.

Operations

This is possibly the most interesting area in oil & gas in terms of bidld&f&1]. It consists

of structured data that is very varied, ranging from 3D models to sensor data. Velocity is also
challenging due to the large number of sensors involved producing data in real time. In
addition, there are lots of technological opportunitieg, énternet of Things. The main

BAdam Farris. AHow big dat a AnalgticscMaganngNovembet/Deeemberi | & gas
2012, pp. 227.
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drivers for applying big data here include the reduction of well downtime, improving the
lifetime of equipment and reducing the number of staff offshe8I{L].

Among the different uses of data in operati@mdition-based maintenances possibly the
one that is receiving more attentidequipment is instrumented to collect data and analytics
are then appliedor early detection of potential failures before they oc€onditiorbased
maintenance is thus much more e#f@ than traditional reactive or calendmsed
approachesBoth operators and suppliers are interested in reducing costs and improving the
lifetime of equipment; as a result, theaee a number of ongoing collaborations to support
conditionbased mainteance.Vendors are also analysing operational datarprove the
efficiency of equipment e.g. using less energy to control the same piece of equiphfent.
analysis of operational data can also leadew datadriven products, e.g. Asgard subsea
compreser systent® Other opportunities in operations includata-enabled servicessuch

as failure detection or vibration monitorinptegrated operations is another application
area that aims to combine data from multiple sources, e.g. operations and prodaiztjon
and then use analytics to leverage decisading processes.

2.3 DATAFLOWS

In this section we analyse the flow of seismic and sensor data, the most notable data sources
in the upstream oil & gas industrfsee sectior2.1). Beginning with seismic data,ilo
operators normally contract specialized companies such a$’ R@onductingseismic

surveys As explained by [ST-1], operatos are obliged to send theeismic data to the
Norwegian government t hi s i s i ncorporat ed (aldoocalled P D6 s
Petrobank) Seismic data is also shared among the members of a concession joint venture
through Diskos. Interestingly, raw data is shared, but not pratelsda, i.e EarthObviogy
models.Seismic data is also traded, e.g. in an auct@her exchanges includee handoff

of seismic data to companies such as @G detect problems in a reservddinceseismic

datais a veryvaluableasset, oil companidakespecialsecurity measures to concéal

Sensor dat@s captured offshore from the instrumented equipment (subseaid®@nd in

well) and then transferred onshore to a surveillance centre where operations are monitored.
However, integrating the t&a and presenting in an adequate way to human operators is
actually a difficult challenge {6T-1, I-ENI-1]. [I-CP-1] explains that there are some
differences on how the data is captured: sometimes the operator has direct access to sensor
data, while in dier cases, e.g. drilling, the vendor gets the raw data and sends it to the
operator Oil companies also contract services such as vibration monitoring, providing access

to sensor data in these casekUl-1]. Since sensor data is not particularly sensitilvere are

more data exchanges among operators and vendorfrecgnditionbased maintenanad
equipment [HLU-1].

2.4 MAIN TECHNICAL CHALLE NGES

We have employed the big data value chain in the Stakeholder tax%nionsgructure the
technical challengeas the oil & gas industry:

9 http://www.akersolutions.com/en/Globaienu/Media/Featurstories/Subsetechnologiesand
services/Asgargubsesgascompressiorsystem/

97 http://www.pgs.com/

98 http://www.cggveritas.com
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Data acquisition: seismic surveys are expensive to take and require months to get the
results[I-ST-1, IT-ST]. In contrast, sensor data is easier to acquire and the trend is to
increase the number of sensors in equipment, gettinoge data and in a more
frequent basifl-ST-1].

Data analysis seismic processing omputingintensive, as discussed in sectif
Another concern is that the oil & gas industry normally do analytics with small
datasets [ICP-1].

Data curation: IT infrastructures in oil & gas are very siloed, and data aggregation is
not common [tST-1]. In this regard, HCP-1] advocates data integration to do
analytics across datasets, whileNIEK] proposedo arrangandustry partnerships to
aggregate data.

Data storage the oil & gas industry is in general good at capturing andngfatata
[I-CP-1]. However, [FMcK] claimedthat 40% of all operations datas never stored

in an oil plant case study

Data usage section2.2 extensively descrids the main uses of data in exploration and
production activities, demonstrating the value of data in the oil & gas industry.
Nevertheless, there is potential to do much more, according to the majority of our data
sources. For instance,{NicK] reported that, based oran oil plant case stud99% of

all data is lost before it reaches operational decision makers

2.5 BIG DATA ASSESSMENT

In our fieldwork we have collectesl number of testimonials, impressions and opinions about
the adoption and challenges lify data in the oil & gas industry. With this input we have
elaboratedrable19, containing the main insights and the statements that support them.

Table 19 Assessment of big data in the oil & gas case study

Insight

Statement [source]

Big data in oil & gas| Big data is still an emerging field and it has not yet changed the game in
is intheearlymiddle | oil & gas industry. This industry is a late adopter of big daG@HH1]

stage of
development Everybody is talking about big data, but this industry is fooling around an

doing small data [fMcK]
Big data is quite new for SUP-BUPR-1]

This industry is good at storing data, bot so much at making use out of it
[I-CP-1]

Oil and gas is still at the first stage of big data in the sense that it is being
externally but not to acquire knowledge for themselves. For exalofseyf
data about what happens when the drill gaisk, but they are not using tha
data to predict the drill getting stuck. Structured data plus
interpretation/models are not being converted into knowledge [FG]

There are a lot of areas that can be helped by big data. How can we plar
to have a boatoming with a new set of pipes? [FG]

Machine learning is beginning to be integrated into technical systems [F(

More data available | In exploration, more sensors are employed, and microphones for collecti
in oil & gas seismic data are permanentlgployed at the seabed in some cas&3{l]
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Coil has hundreds of TBs from the Ekofisk area. Volume is an issue, sin(
seismic datasets are growingJP-1]

PRM (Permanent Reservoir Monitoring) will push volume of seismic datg
from the Terabyte to thegRabyte region, due to more frequent data collect
[1-CP-1]

Soil has 8PB of data and 6PB are seismic. Seismic data are not structure
are stored in files {5T-1]

The volume of sensor data is big (TBs and increasing), with little metadal
ST-1]

Variety and velocity
are also important
challenges

Operations data is very varied, ranging from 3D models to sensor data, @
velocity is also a challenge-§T-1]

Any piece of equipment is identified with a tag, e.g. pipes, sensors,
transmitters. On Bdard Grieg field there are approx. 100.000 t&gsin has
10K unique instruments, each collecting appBidifferent parameters on
the average {LU-1]

Scouting for hydrocarbons involves a huge analytical work in which the n
challenges are volumeudlity and, especially, variety-BT-1]

A subsea factory ia veryadvanced equipment consisting of several
connected processing componentsatigenerate 100s of higépeed signals
(~10Kbps). Thus, it can easily generate 1 TB of data pertdaill typically
use optical fibre connection with high bandwid#SUP-1]

Data overflow and
visualization of data

In the Macondo blowout in 2010 there was so much data that operators
not take an action in time. As humans we cannot deal with all th¢lTata
NOV]

In operations the visualization of data is not sufficiently effective and
comprehensible. Something is missing with respect to the user, even if y
have a monitor, you need to interpret what is presented and the
interconnections of data are retident [FENI-1]

There are lots of data comiimgfrom different components. Ahallenge for
the operator is how to pay attention to/align the information coming in on
different screens. How to simplify this into manageable outputs? [FG]

Analyticswith
physical models VS
datadriven models

An important question is how to do analytics. One classical way is to em
physical models. Another path is just looking for correlatior@Hi1]

We normally employ physical models, while another possib#itthe use of
datadriven model$ although their value has to be proven h&ail is
currently trying different models with the available dat&Tr1]

In some sectors there is the ide
but in the more clascal oil and gas approach, you will base the analytical
models on equations and models (physics) [FG]

We have tested the distinction between the physical models and the mac
learning models. Two years ago, the physical models performed better, |
machine learning models are constantly evolving [FG]

Resistance to chang

A lot of the technology is there, but the mindset is the main problem [IT
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NOV]

It is extremely difficult to change the drilling ecosystem because of the
different players involved many of them are reluctant to introduce changg
[1-ST-1]

There are many possibilities to reduce production losses by analysing th
but the business side is not ready yet to look into tHRPFl ]

Effectiveness of big | Everybodyis trying to do big data, but the industry needs success stor
data in oil & gas know what can be really done with big data. Right now, it is not eas
foresee what can be done; there are some analytics and time series
under way, but next level is to geat&knowledge out of the datafUP-1]

Big data analytics introduces U
experience with big data so as to report concer@fl]

It costs something to analyse 2000 data points, and you have to have a
reason tornivest in that analysis [FG]

Our assessment reveals that the oil & gas industrpeginning to adopt big data
stakeholders are collecting as much data as possible, although there is some criticism about
its actual usage in practiéethis suggests an anreness of the potential of big data in oil &

gas.

While this industry is quite familiar thigh volumes of data we can expect exponential
growthsin the near futureas new devices to track equipment and personnel performance are
deployed everywhere arabllecting more data than ever. Nevertheless, volume is not the
only data challenge that the oil & gas industry is faciragiety and velocity are becoming
increasingly important as more data signals are combined and analysed irtimeal
Moreover,humans cannot deal with such amounts of data, requiring effective tooker
visualizing, querying and summarizing data

Big data advocategropose to find correlations and patterns in the data, without ireg|ar
preliminary hypothesi$ this is sometimes e f e r e fectehde adsa t¥In soptrast, k 0
the oil & gas industry relies on wedlstablished physical models for doing analytitisis
disjunctive between physical and datadriven modelsis currently under discussian this
domain.

Still, there is someesistance to embrace big data practices and techniques oil & gas.

In many cases the technology is already available, but de¢éiers are somewhat reluctant
to introduce change$ especially if business models are affectecon&heless, the
effectiveness of big data has to be proved oil & gas, and the industry needs success
stories that showcase the benefits that can be reaped.

3 ANALYSIS OF SOCIETAL EXTERNALITIES

3.1 ECONOMICAL EXTERNALIT IES

100viktor Mayer-Schonberger and Kenneth CukiBig data: A revolution that will transform how we live,
work, andthink. Houghton Mifflin Harcourt, 2013.
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We include inTable20 the economical externalities that we have found in the oil & gas case
study.For each row we indicate the externality code froable55, the specific findingand a
set ofstatementérom the case study data sourtiest support it.

Table 20 Economical externalities in the oil & gas case study

Code Statement [source] Finding

E-OO-BM-2 | There are specialized companidee PGS that perform seismic Data
shooting [I-ST-1] generation

business
Soil hires other companies for seismic shootingSTi1] model

E-OO-BM-2 | There is a company from Trondheihat has created a database off Data
well-related data (Exprosoft). This company is specialized in proj analytics
of well integrity. They gather data from a well and then compare | business
with their historical dataset using some statistids J}1] model
Wells are more complexnd are monitored during their complete
lifetime. Well data is processed by an external compa®y{l]

E-OOBM-3 |[Whobds paying for the technol dNotclear
case, since technologyde is possiblelThe biggest challenge is the| databased
business model [FNOV] business

models
Drilling is a funny business; there are no incentives to drill fgster
NOV]
There are also economical challenges; we do not have a positive
business case for deploying data analytics [FG]
How canmachine learning companies be players, given the
complexity of the oil and gas industry? How can that happen ang
what will be the effects if that happens? [FG]

E-OO-BM-1 | Conditionbased maintenance is an example of angoing| Commercial

collaboration with our clients {BUR-1] partnerships
around data

We have an agreement of 2 years for collaborating with vendors

They will collect data and learn from it, before migrating to

conditionbased maintenancefNI-1]

We are running pilots faronditionbased maintenance; sometimeg

we do these pilots alone, and other times in collaboration with

suppliers. As a result, we have now some equipment in producti

ST-1]

E-OO-BM-1 | Dataenabled services can benmmercialized on top of the Suppliers are
equipment sold in order to provide improved services to the clien trying to sell
[1-SUR1] databased

services
Some suppliers want to sell services, not just equipment. This is
because they earn more money with services and because they
the experts of thenachinery [{ST-1]
As the manufacturers, suppliers are in the best position to analyg
operational data {SUP-1]
Suppliers are typically const
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generally capable of working with big data. Even suppliers like
General Eectrics (which are good in big data) are limited due to tt
problem. In contrast, oil companies liksil can provide a holistic
view of operations, so they are more naturally capable of doing b
data in this area{CP-1]

E-POBM-1 | Norway aims to attract investors to compete in the petroleum Open data ag
industry. The FactPages constitutes an easy way to assess avail a driver for
opportunities in the NCS by making openly available production | competition
figures, discoveries and licerssg-NCS-2]

NPD began in 1998999 to publish open data of the NCS. This is
fantastic way to expose their data and make it available to all
interested parties. Before that, companies directly asked NPD fo
data. NPD has always promoted the opennesatafahd resources.
In this regard, NPD pursues to get as much as possible of the-dg
NCS1]

Companies are also obliged to send the seismic data to the
Governmenit hi s is incorporated td
Diskos database-fpT-1]

E-OO-BM-2 | Soilisreluctant to share data in exploration, but we have more | Companies

incentives to share data in operationSTH1] are
samewhat

It could be risky to have access to all the operational data. Expog reluctant to

commercial sensitive informatiaa a concern for both petroleum | open data,

operators (in terms of fiscal measures), and for suppliers in termy but there are

equipment and service performanc&UPR-1] emerging
initiatives

Some oil operators do not share any data. However, there is an
internal debate among operators about thgstipm, and opening dat
is proposed to exploit adde@lue services {BUR1]

Operations data is not secret or confidential. We are not very
protective as a community-fU-1]

Since it is the operatorbs in
this is not an issue and access to data is grarded{1]

There is a problem with different players (driller, operator, reserv
monitor) in the same place, but not sharing anything. How to
integrate data that drillers do not have2NDV]

With the advent of big data in oil & gas, new business models based on data have appeared.
One of them is based atata generation and we can find companies like PGS that are
contracted  petroleum operats to perform seismic shootings. Moreover, datasets such as

seismic surveys are traded in all stages of the oil & gas value difendata analytics

business modelis also getting traction: analyticare employed to improve equipment
efficiency; some companies are selling specialized services such as well integrity or vibration
monitoring; and new products based on data analytics are introduced to the market, e.g.

Asgard compressors.

However, there are some challenges with the business modglsequiring funds for

investments or other incentives in order to introduce already available new techniolegges
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for instance the automated drilling user story in Secliéh In this regard, there asome
incipient commercial partnerships around data For example, petroleum operators and
suppliers typically collaborate to apply conditbased maintenance to equipment.
Moreover, surveillance centres for monitoring equipment require collaboration among field
operators and supplieissee integrated monitoring centreTiable18.

Giventhat everybody is realizing the value of dagappliers are trying to sell databased
services not just equipment. Since access to data is cordeg#ndentthis situation creates

some tensions. On the one hand, suppliers are in the best positr@lyseaoperational data

since they are the manufacturers of the equipment. On the other hand, suppliers are typically
constrained to one domain (Asiloodo), while
holistic view of operations.

O

NPD, the regwdtor of petroleum activities in Norway, plays a key role in facilitating the
access to oil & gas data. In this regard, NPD closely collaborates with the industry to gather
data about petroleum activities in the NCS. This wdiyD aims to promote competition

among petroleum operators, embracing open data to facilitate accesbhis is especially
important for small companies since collecting data is extremely difficult and expensive.
Moreover, reporting obligations benefit the petroleum industry as a whuotedirg
companies to duplicate efforts on data collecting activities.

Companies are also considerinogen data as an opportunity for commercial benefit
Specifically, operators have many incentives to share operations data since privacy concerns
are low ad there are many opportunities to obtain efficiency gains in operations. However,
operators are reluctant to share data in exploration, since it is possible that other parties
discover oil deposits. With respect to suppliers, they would prefer to keegathefor
themselves, but this is not always possible since data normally belongs to the owner of the
equipment (depending on the terms and conditions of the contract). As a result, there are
ongoing open data pilots and sharing data collaborations, apedath operations data.

3.2 SOCIAL & ETHICAL EXTERNALITIES

We include inTable21 the societal & ethical externalities that we have found in the oil & gas
case studytor each row we indicate the externality code froable55, the specific finding
and a set of statements from the case study data sources that support it.

Table 21 Social & ethical externalities in the oil & gas case study

Code Statement [source] Finding

E-OC-BM-3 There are changes in hiring practices, requiring employees wi Need for data
the competences to use the data [FG] aralystjobs
There are very few data scientist<Cail. We need more {CP-1]
Data scientists are not getting into the oil & gas industry. Mak
business case and then hire data scientisk$dK]

E-OC-ETH-10 | We use industrial data, not Twitter [IST] Personal

privacyis not

With big data it could be possible to find who made a bad a big concern
decision, e.g. a human operateSUP-1]

E-OO-DAT-3 | Opening up entails some risks. For instance, it could maybe i Cyberattacks
possible to extract sensitive data such as the daily production| and hreats to
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field [I-SUR1]

Security/hacking is very much an issue for NPD. Oil & gas
information isvery important and NPD has a great responsibili
Indeed, companies have to keep trust on NPD. Thus, NPD ta
many protective measures such as firewalls and security rout
[I-NPD-1]

Coil has lots of attacks from outside, although we have taken
many fcurity measures in IT. Indeed, NPD has instructed oil
companies to take measures in this respeCbfl]

The O&G industry is exposed to cyddireats. Some compani
have received serious attacks; protection measures are ng
[IT-ST]

secret and
confidential
datasets

E-OC-ETH-1

Big data can help to reduce incidents, e.g. the detection of oil
leakages. DTS data can also improve safety when employed
reservoir monitoring HCP-1]

Big data helps to give a clear pictwfthe field operation, and it
facilitates the detection of oil leakages or equipment damage
SUR1]

The control system has a lot of alarms #nsl literally impossible
to manually analyse them all. As an alternative, we can trust t
software to awtmatically analyse them-{CP-1]

| do not see changes due to big data in safdt{JHl]

Do we expose the environment for unwanted effeSisiPwants
to know and to show thated on o t . We wuse
recorders in the sea (close to the O&G anespecially if there
are big fisheries or corals nearby. We want to see if somethin
is happening [ITST]

We are beginning to monitor the seabed before operations.
this dataSoil can act faster if something is going wrong. We h
mobile & fixed equipment capturing video and audio in real i
It can be employed in case of emergency and this data c
shared with others FBT]

Big data can
help to
improve safety|
and
environment

E-OO-DAT-4

The data ecosystem is complex, and there are many
communication exchanges between oil companies and suppli
| think that nobody can give a complete overview of the data
exchanges in place-P-1]

It is difficult to trust information coming out of the data if you d
not have a clear relationshipttee underlying reality and if it is
not generated by your organisation [FG]

Those who produce the data only give away aggregated data
a selection of that aggregated data to specific users. If you we
trust the information that the system givesiyib can verify that

the system is doing what it is supposed to [FG]

Issues on
trusting data
coming from
uncontrolled
sources
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There is a gap between data scientists and technical petroleum professiotasrtbabeen
bridgedyet!°! Neverthelessthe oil & gas industry is becoming interested in hiring data
analyststo exploit the potential of big dat®r the integration of large data volumes, to
reduce operating costs and improve recovery rates and to better support decision
management.

In this doman, personal privacy is not a big concernand there is little value of social
media. Nevertheless, it could be possible to find human errors by analysing operations data.
In contrast, some datasets are highly secret and confidentealbeprsecurity measues are

quite important and have been adopted through the whole industiyPD provides
guidelines for securing IT infrastructures.

Traditionally, safety and environment concerns have been pivotal for petroleum activities in
the NCS and there are high standards to comply with safety and environment requirements.
Big data can help to reduce environmental impactdy the early detectionsf incidents,

e.g. oil leakages, and by improving equipment efficiency, e.g.udfroconditiorbased
maintenance. There are also pilot initiativesee the environment surveillance user story in
Sectionl.27 that can be highly valuable to assess the impact of oil extraction activities and
to act faster in case of an accident.

There is also #&rust issue with data coming from uncontrolled sourcesThis is especig}
relevant when aggregating data or when applying-diat@n models.
3.3 LEGAL EXTERNALITIES

We include inTable22 the legal externalities that we have found in the oil & gas case study.
For each row we indicate the externality code froable55, the specific finding and a set o
statements from the case study data sources that support it.

Table 22 Legal externalities in the oil & gas case study

Code Statement [source] Finding

E-POLEG-1 | NPD has an important regulation role in the petroleum indus Mature oil &
Existing regulation is the result of many years working very | gas regulation in
closely with operators. They have held many discussions up| Norway

to facilitate this process. Moreover, NPD tries to not ask too
much from companies. As a result, companies do not compl
about eijsting regulation INPD-1]

A license can include the seismic data that is shared by eve
partner in the joint venture. Indeed, this is highly regulated ir
joint venture [1ST-1]

E-POLEG-1 | The ownership of opation data is dependent on the contract] Regulation of
SometimesSoil can get less data thandapturedwhile more big data needs
data could go to suppliers. This applies to well drilling data & clarification

to the machinery on top of a field. This is a complicated
ecosystem [ST-1]

Legisldion of data is still unclear{BUP-1]

WiaAdam Farris. fAHow big dat a AnalgticscMagazingNovembet/Deeemhberi | & ga:
2012, pp. 2€7.
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There is no clear thinking about the regulations with respect
big data yet, and these must be clarified in order to deal with
issues around liability, etc. [FG]

Making raw data regulated is something that hdsetjudged on
the criticality of the risk. Ideas like black boxes could carry o
into this industry because the risks of malfunction can be so
severe [FG]

E-POLEG-1 | Data ownership is regulated by the termd aeonditions the Data ownership
owner of the equipment is commonly the owner of the data || is key and will
LU-1] be heavily
regulated

Data will be more contragegulated [FG]

Data ownership is also a key issue. Those who produce the
only give away aggregated data, and a selection of that
aggregatd data to specific users [FG]

Petroleum activities in Norway rely onmaature regulation framework that enforces the
separation of policy, regulatory and commercial functionsThe Petroleum Aét? provides

the general legal basis for the licensing that governs Norwegian petroleum activities. This is
the result of many years of close collaboration of NPD with field operators. These have
reporting obligations for seismic and production data, butwvecipport on legislation about
safety, licensing and other issues. As a result, all players have trust in NPD and accept their
obligations in the petroleum industry.

While production and seismic data are highly regulated by the authorities, othersj@&aset
operations data, are normally regulated by the terms and conditions of a contract. In this
regard, the owner of data is normally the owner of the equipment that produces the data.
There are some exceptions, thouglfor instance, drilling companiesormally collect the

raw data that is then supplied to operatdrberefore,legislation of big data aspects
requires additional clarification. Indeed, industry stakeholders are becoming increasingly
aware of the value of data, sanership of data will possibly be subject of contention

3.4 POLITICAL EXTERNALITI ES

We include inTable 23 the political externalities that we have found in the oil & gas case
study.For eachrow we indicate the externality code frarable55, the specific finding and a
set of statements from the case study data sources that support it.

Table 23 Political externalities in the oil & gas case study

Code Statement [source] Finding

E-OO-DAT-2 | Data availability is an issue in international projects in whic| Data is a valuable
Soil does not know much about tBarthObviogy. In these asset traded
cases, we try to buyata from other companies that have a | internationally
strong presence in the surrounding are@Til]

E-PRLEG-2 | There is a lot of legislation to take care of. Legislation is Need to
different for each country, but there are saommonalities. | harmonize
For example, the data has to be kept at the country of origi international

102 Act No. 72 of 29 November 1996 relating to petroleum activities.
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although it is commonly allowed to copy dat&S[T-1] legislation w.r.t.

data
E-OO-BM-5 | Some of the main supplieffs,é,]have become big data Some suppliers
experts [1ST-1] are becoming

leaders in big dat

Since the oil & gas industry requires high investments, operators and suppliecsrasdly
international organizations with businesses in many countries. Oil operators purchase data
(espeially seismic) from other companies with a strong presence in the surroundiagnarea
order to carry out exploration and scouting activitiata is thus becoming a valuable

asset that is traded internationally

International legislation is problematic for oil companies since different laws apply to
each country. Nevertheless there are some commonalities; seismic data has to be kept at the
country of origin, although oil operators are normally allowed to make a copy of the data.

Finally, some of themain petroleum suppliers,[ é,]have become big data expertand
are thus especially interested in selling data services, not just equipment.

4 CONCLUSION

The oil & gas domain is transitioning to a datntric industry. There is plenty of data,
especially de to the deployment of sensors everywhere, but also many technical challenges
to undertake. Some of the most striking ones include data analytics, data integration and data
visualization.While big data still needs to prove its effectiveness in oil & thesjndustry is
beginning to realize its potentiand there are many ongoing initiatives, especially in
operations With the current oil prie crisis, big data is an opportunity to reduce operational
costs, to improve the extraction rates of reservoirrough optimized decisiontaking
processes andeven to find more oil in exploration activities.

In our case study we have identified a number of economical externalities associated with the
use of big data in oil & gas: data generation and diagédytics business models are beginning

to get traction, there is a number of commercial partnerships aroundnddtee Norwegian
regulatorhas embraced open dataorderto spurcompetition among oil operators. However,
companies are still reluctant $hare their data, despite some emerging initiativieseover

existing business modétsave to be reworked in order to promote the adoption of big data.

In the positive side of social and ethical externalities, safety and environment concerns can be
mitigated with big data, personal privacy is not problematic in oil & gas and there is a need of
data scientist jobs though operators and other types of jolight be less demande@n the
negative side, cybesecurity is becoming a serious concern and there are trust issues with
third-party data and datdriven analytics.

The petroleum industry benefits from a mature regulation framework in Norway, although
regulation of data requires further clarification. Moreover, companies are increasingly aware
of the value of data and we can expect contention about data own&tahipcompanies in

the oil business are multinationals, so there is a need to harmorz®atidnal legislation

with respect to data. Indeed, some vendors are becoming leaders in big data, and the rest
should embrace big data in order to succeed in the future.
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ENVIRONMENT CASE STUDY REPORT - FORSOUND SCIENCE TO SHRE
SOUND POLICY

SUMMARY OF THE CASE STUDY

The environment case study has been conducted in the contmxteairth observation data
portal (EarthObvs)a globalscale initiative for better understanding and controlling the
environment, to benefit Society through bettdormed decsion-making. This has given us

an excellent test bed for investigating the societal externalities of Big Data in the environment
sector.

We have interviewed six senior data scientists and IT engineerskattirg®Obvscommunity,

as well as in the modetlg and the meteorological communities. We have also conducted a
focus group with environment experts and attended a workshop targetearth©Obvs
Science and Technology stakeholders. With such input we have compiled information about
the main data sourcetheir uses and data flows, as well as the more noticeable challenges in
the environment.

The authoritativeearthObvs and &pace Observatigportal SPObvs)are the typical sources

of data (mainly from remote sensing), however there is a growing intereson
authoritative data, such as crowdsourcing, and in synthetic data from model outputs. Myriads
of applications make use of environmental data, and data flows may be virtually
unconstrained, from the producers to the consumers, passing by multipleendent
processors. Institutional arrangements and policies are the fundamental regulatory aspect of
environmental data exchange. These can range from applisgiaific Service Level
Agreement, to overarching policies, such asgBaghObvdata Sharig Principles. The main
challenges reported include data access, and Open Access policies are considered effective
also to mitigate other technical issues. In general, there is a perception that technical
challenges are easy to overcome and that podilged issues (above all, data quality) are the

real hindrance to Big Data in the environment sector.

Positive economical externalities associated with the use of big data in the environment
include economic growth and better governance of environmentd¢mnhasi the negative

ones comprise the possibility of putting the private sector (and especially big players) to a
competitive advantage. On the positive side of social and ethical externalitiestelasave
applications may increase awareness andcation; on the negative side, Higother

effect and manipulation, real or perceived, can be problematic. With respect to legal
externalities, regulation needs clarification, e.g. on IPR. Finally, political externalities include
the risk of depending oexternal sources, particularly big players, as welEaghObvs
political tensions.

1 OVERVIEW

The environment, including the Earthodés at mc
rapidly, also due to the increasing impact of human activities. Monit@inmt modelling
environmental changes is critical for enabling governments, the private sector and civil
society to take informed decisions about climate, energy, food security, and other challenges.
Decision makers must have access to the information #&&y, in a format they can use, and

in a timely manner. Today, the Earth is being monitored by land, sea, air and Space.

65



However, the systems used for collecting, storing, analysing and sharing the data remain
fragmented, incomplete, or redundant.

The BYTE case study in the environment sector has centrecrortarth Observation
Development Board§ODB) of a group @ Earth ObservatiorEarthObv$. We have sought

the assistance @&arthObvsEODB in identifying the potential externalities that will arise due

to the use of Big Data in the environment sector. To this end, we were interested in scoping
the possible implications of environmental dati@nsive applications on Society.

The methodologysed to conduct the case study derives from the generic BYTE case study
methodology*®® based on:

1 Semistructured interviews;
1 Document review;
1 Disciplinary focus groups.

1.1 STAKEHOLDERS, INTERVIEWEES AND OTH ER INFORMATION SOURC ES

With over 90 members and a broadening scdgsethObvsis not just specific to Earth
Observation, but is evolving into a global venue to support Sciafmened decision
making in nine environmental fields of interest, termed Societal Benefit Areas (SkEAeh
include Agriculture, Biodiversity, Climate, Disasters, Ecosystems, Energy, Health, Water,
and Weather. FurthermorgarthObvsgs in an important item in the EC agenda.

For a decade nowEarthObvshas been driving thiateroperability of many thoasmds of
individual spacébased, airborne and in situ Eadtservations around the world. Often these
separate systems yield just snapshot assessments, leading to critical gaps in scientific
understanding.

To address such gapg&arthObvsis coadinating he realization of a universal earth
observation ystem EOSysteny, a global and flexible network of content providers providing
easy, open access to an extraordinary range of data and information that enable an
increasingly integrated view of our changiBgrth. From developed and developing nations
battling drought and disease, to emergency managers making evacuation decisions, farmers
making planting choices, companies evaluating energy costs, and coastal communities
concerned about sdevel rise, leaderand other decisiemakers require this fuller picture as

an indispensable foundation of sound decistmaking.

The first phase oEOSystem,implementation will end in 2015. A new work plan for the
second phase (204025) is under definitionEOSystemalready interconnects more than
thirty autonomous infrastructures, and allows discovering and accessing more than 70 million
of extremely heterogeneous environmental datasets. As BO&ystemhad and has to face
several challenges related to Big Data.

The EarthObvsEODB is responsible for monitoring progress and providing coordination and

advice for the five Institutions and Development Tasks inBaghObvs 20122015 Work

Pl an. These f iEarthObvsats kworaldar @asd fihe enswummuni t
that EOSystemis sustainable, relevant and widely used; they focus on reinforcing data
sharing, resource mobilization, capacity development, user engagement and science and

103 Guillermo VegaGorgojo, Grunde Lgvoll, Thomas Mestl, Anna Donovan, and Rachel Base study
methodologyBYTE Deliverable D3.1, BYTE Consortium, 30 September 2014.
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technology integration. The Board is composed of around 20 members artesekperts
from related areas. A partial list &arthObvsEODB stakeholders is shown ihable 24,
according to the categorization of the BYTE Stakeholder Taxort8hiyote that private
sector organisations participateRarthObvs as part of their respective national membership
[WS].

Table 2471 Organizations involved in the environment case study

Organization Industry Technology Position on data Impact of IT in
sector adoption stage | value chain industry
EC Public Sector| Early majority | Usage Support role
(EV)
EEA Public Sector| Early majority | Analysis Factory role
(EV) Curation
Usage
EPA Public Sector| Early majority | Analysis Factory role
(USA) Curation
Usage
EurcEarthObvs | Public Sector| Late Majority Acquisition Factory role
urveys (EV) Analysis
Curation
Usage
EUSatCen Public Sector| Early Adopters | Acquisition Strategic role
(EV) Analysis
Curation
Storage
Usage
IEEE Professional | Innovators Acquisition Strategic role
association Analysis
Curation
Storage
Usage
NASA Space (USA)| Innovators Acquisition Strategic role
Analysis
Curation
Storage
SANSA Space (South Innovators Acquisition Strategic role
Africa) Analysis
Curation
Storage
UNEP Public Sector| Late majority Analysis Turnaround role
Curation
Storage
Usage

We have tailored the questions of the ssimiictured interview proposed in the methodology

to the EarthObvs community, and arranged interviews with the leaders ofEdmhObvs

OEDB tasks, compatibly with their availability, as well as the more general point of view of
the EarthObvsSecretariat, interviewing a senior officer (seconded by a major space agency).
We also sought to capture the viewpoints of a senior data manager from the climate/Earth

104 Edward Curry Andre Freitas, Guillermo Veg@orgojo, Lorenzo Bigagli, Grunde Lgvoll, Bel Finn
Stakeholder TaxonomBYTE DeliverableD8.1, BYTE Consortium2 April 2015.
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System modelling community, possibly the most datansive application in the
envirorment sector, insofar not particularly involved BEOSystem and that of a senior
professional meteorologist, responsible for 24/7 operational production of safety critical
products and emergency response activities. The profiles of the interviewees vamneirsho

Table 25 7 again, we have followed the classification guidelines in the Stakeholder
Taxonomy!®The f@fAOrganizationodo col umn iintedieweest es t h
Note that 12 has responded both as a member of the Academic Science & Technology

community and as a-{&vel executive of a Small and Medium Enterprise.

Table 2571 Interviewees of the environment case study

Code | Organization Designation Knowledge | Position Interest
I-1 EarthObvs Scientist High Moderate Supporter| Average
OEDB/UNEP
-2 EarthObvs Senior scientistj Very high | Supporter Very high
OEDB/IEEE/ CEO
private SME
-3 EarthObvs CEO High Supporter Very high
OEDB/private
SME
I-4 EarthObvédJAXA | Senior officer | Very high | Supporter Very high
I-5 DKRZ Data manager | Low Moderate Supporter| Average
I-6 Met Office IT Fellow Average Moderate Supporter| Average

Besides the interviews, we have resorted to additional data sources to integrate-stiedgase
research. Thanks to a favourable timing, we have taken the opportunity to complement our
interviews with firsthand input from th&eOSystemScience & Technologgommunity, by
participating in the 4tHEOSystemS&T Stakeholder Workshop, held on March-28l in
Norfolk (VA), USA. Besides, as per the BYTE case study methodgdf§gye have held a

focus group meeting on April ¥3in Vienna. This event was docated wih the European
EarthObvsciences Union General Assembly Meeting 2815vith the aim of more easily
attracting experts and practitioners on Big Data in the environment sEahie.26 provides

an overview of such additional data sources.

Table 261 Additional data sources in the environment case study

Code Source Event Description

WS 8 EOSystenS&T 4th EOSystentScience | The organization has
stakeholders, including and Technology offered us the opportunit
SANSA, IEEE, APEC Climatg Stakeholder Workshop,| to chair and tidor one of
Center, Afriterra Foundation, | 24-26 March, Norfolk the sessions on emergin
CIESIN; 1 BYTE member (VA), USA revolutions challenges

and opportunities (i.e.
Breakout Session 1.1:
Cloud and Big Data
Revolutions, on
Wednesday 25 March) tq

105 Edward Curry, Andre Freitas, Guillermo Ve@argojo, Lorenzo Bigagli, Grunde Lgvoll, Rachel Finn
Stakeholder TaxonomBYTE Deliverable D8.1, BYTE Consortium, 2 Ap#AD15.

106 Guillermo VegaGorgojo, Grunde Lgvoll, Thomas Mestl, Anna Donovan, and Rachel Base study
methodologyBYTE Deliverable D3.1, BYTE Consortium, 30 September 2014.

107 http://www.equ2015.eu/
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BYTE needs

FG 6 experts from academia, BYTE Focus Group Focus group meeting on
research, industry in Meeting, 13 April 2015, | Big Data in the
environment and Vienna (Austria) environment sector

EarthObvspatal sector,
including GSDI, JAXA, ESA,
AIT; 5 BYTE members

The 4thEOSystenS&T Stakeholder Workshopas promoted by IDIB task HD3:

AdvanceEOSystenthrough integration of innovations in Earth observation science and
technology, also enabling the research community to fully benefit fE@System
accomplishments. Promote research and development (R&D) in key areas of Earth sciences
to facilitate improvements to Earth observation and information systems, and support the
transition of systems and techniques from research to operations. Engage with a wide range
of science and technology communities including individual scientists andrigutions,

both public and private.

Participants included technology developers; experts in data management, integration, and
analysis; developers of knowledge systems and concepts for the linkage between-decision
making and knowledge; and user repreatives. The workshop has focused, among others,

on the rapid development in (big) data availability, not only from traditional sensors but also

from a variety of human sensors, the developing Internet of Things (IoT) and Internet of
Everything (IoE) scearios, and the output of increasingly more advanced models. The
outcomes of the workshop include position papers on various aspects of the future
EOSystem i ncluding the handling of the emergi ncg

The disciplinary focus group meeting htee purpose to gain greater insight into the data,
technologies, applications and potential positive and negative impacts that may result from
the use of Big Data in the environmental sector. Focus group participants have been selected
to ensure the pariation of individuals with expertise in environmental data, technology,
computer sciencezarthObvspatial standardisation, the space sector, as well as privacy and
data protection, open data policies, relevant policy issues such as funding and inndfation
focus group meetinggenda is reported in Appendixa@d included a debriefing on BYTE
preliminary results and two sessions of discussion in three small groups, reporting to the
overall attendance.

Along this report we profusely include statememntsrf the case study sourdegsspecially in
the summary tables, but also within the main ek support our findings. In all cases we
employ the codes included Trable25 andTable26 to identify the source.

1.2 |LLUSTRATIVE USER STO RIES

Damage assessment in buildif§§]

In urban environments, remote sensing allow monitoring fine displacement of buildings, due
to subsidence, shrinking, etc. Highsolution satellite data, especially when coupled with
Building Information Models help assessing potential vulnerabilities aneepralamages

before they actually happen. This is also a typical use case in emergency response situations,
such as postarthquake damage assessment, etc.
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Renewable energy forecdBG]

Specific sensors and algorithms allow estimating the amount of soger on a given
mountain area,; this information can be fed into hydrological and climatological models,
which can compute an estimation of the melting process, and the resulting water flow, for
example in a particular river basin, which in turn can bergd to other model, to support
forecasting the power that will be produced in the future by a hydropower plant, and made
available to a community.

Drug traffic monitoring[FG]

In a realworld use case, ESA cooperated with the US Administration to €igkg traffic

from Mexico to the NorttAmerican coasts. Drug cartels used powerfulsbibre boats
running at full speed in the Gulf of Mexico, to smuggle drug and other illegal material. Given
the extension of the potential crime scene and the techn@alathristics of the boats in use,

it was very difficult for the police authorities to effectively patrol and repress such activities.
Thanks to higkresolution Earth Observation (EO) data, and to appropriate image recognition
processes calibrated to spbe typical pattern created by a higjpeed offshore boat in the

sea waves, a space observation paves able to help deploying and directing the available
resources more effectively (unfortunately, maybe also as a consequence of this success story,
thecartels have been known for a while to utilize submarines).

2 DATA SOURCES, USESFLOWS AND CHALLENGES

Part of our field work has aimed at investigating the main processes of interest in the
environment usease, elucidating their inputs in terms of datarses, acting parties, and
policies (sed-igurel). This chapter reorganize the material according to the activities of the
BYTE Big Data Value Chafti8, and highlightsthe main related technical challenges.

DE] ]
m T M

Figure 17 Input model of a process in the environment usease

2.1 DATA SOURCES

The main data sources identified by our estsely participants during our fieldwork are
summarized iMable27.

Table 271 Main data sources of the environment case study

Data source Used in Big data Other remarks
dimensions

108 Edward Curryet al. Op. Cit., p. 18.
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Space componer Modelling Volume Cf. Copernicu¥®and the ESA
(satellite data, etc.) | Information Velocity Big Data from Space
extraction Variety initiative!*®
Analysis Value
In-situ component | Modelling Volume Openness still unsolved [FG]
(rain gauges, buoys,| Information Velocity
etc.) extraction Variety
Analysis Value
Service componern Modelling Volume [FG]
(models, etc.) Information Velocity
extraction Value
Analysis Veracity
Cadaster/Utilities Planning Value [FG]
infrastructure data | Infrastructure Veracity
(BIM)
Open Data / Public | Governance Value [FG]
Sector Information | Reporting Veracity
(PSI)
Archives, historical | Planning Variety [FG]
data (e.g. maps), Culture Veracity
archaeological data
Government Demographics Value [FG]
agencies Integration policies| Veracity
Time series of EO | Information Volume Examples irEOSystem
products (e.g. for extraction Velocity
climate or weather | Analysis AIRS/Aqua Level 3 Daily
studies) and EO standard physical retrievi
mission data (20072014)

TOMS/Nimbus7 Total Ozone
Aerosol Index UVReflectivity
UV-B Erythemal Irradiance
Daily L3 Global 1x1.25 deg
V008 (TOMSN7L3) (1978
1993)

[FG]

Ozone hole was derived fro
the long term archive data se
by NASA and US observatior
[1-4]

109 Anna Donovan, Rachel Finn, Kush Wadhwa, Lorenzo Bigagli, Guillermo Vega Gor{tgotin

EarthObvsg SkjeevelandOpen Access to Dat8YTE Deliverable D2.3, BYTE Consortium, 30 September

2014, p. 55.

110 Rachel Finn, Anna DonovaKush Wadhwa, Lorenzo Bigagli, José Maria GarBig,data initiativesBYTE

Deliverable D1.3, BYTE Consortium, 31 October 2014, p. 30.
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Linked data: Information Variety Example:
observations and extraction Value
indicators Analysis Veracity European Environment Agend
(http://www.eea.europa.eu/dat
andmapg accessible throug
SPARQL interface
[FC]
Web, so@l media Citizen Science Variety [FG]
Sentiment/trend Veracity
analysis EOSystentonsidering social
Early warning networking as source of data?
Crisis response Examples: Twitter indications
of quake extent [WS]
Analysing the web content to
determinesociceconomic and
environmental information and
knowledge needs and societal
benefits of Earth observations
[1-2]
Volunteered Citizen Science Velocity [FG]
EarthObvgraphic Analysis Variety
Information (VGI), Value
crowdsourcing Veracity
Internet ofPeople Automation Velocity loT and IloP & and the
(e.g., health Information Variety Ailnternet & fare
monitoring), Internet| extraction Value already becoming part ¢
of Things, Internet of Analysis Veracity EOSysten{WS]
Everything
There is a ®ed for more
environmental information the
depends on the use a
integration of Big Data. Thi
will lead to more Big Datg
solutions. The emergence
loT will further support this H
2]

The EarthObvsand a space observatigrortal have been recognized as primary sources of

data, obviously mainly from remote sensing [FG]. The characteristics of the data available
through these resources may differ widely: the size may range from the few KB of a vector
dataset representing admnstrative borders, to the GB of a raster coverage resulting from

some elaboration, to the PB typical of raw satellite swathéppace observation portdie

ti mestamp of the data may range from the 7
outputs.Most of thes pace o0bs er Eath Olservatipro datasets ars available

online free of charge. Some data products (e.g. Synthetic Aperture Radar data) are even
generated on demand, after a specific user requests, also free of chaifgati@bvsportal

provides access to most of the above data sources (Space composént,camponent,
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Open Data/PSI, Government agencies, Time series, VGI, crowdsourcing, I0T), classified.

Figure 2 summarizes the data records indexed byEBhahObvsportal catalogue. Future

expansions will conceive Linked data and the Service component (models, etc.), for the nine
EOSystemSBAs (Agriculture, Biodiversity, Climate, Disasters, Ecosystems, Energy, Health,

Water, Weather).

It was noted that all these data sources have a high commercial value [FG]. However, the

main data sources are publicly paid and are thus open and freell&]s consistent with

the current investments in publegnded initiatives on Open Data / PSI.
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Figure 21 Datasets available through theeARTHOBVS portal

Our fieldwork confirmed the expectatidh that benefits could be gaindsy sharing and
integrating the data generated by people, and that ats@uirobservatories, including

crowdsourcingoriented platforms and mobile tools, providing a large amount of small
heterogeneous datasets, will require Big Data tools in place.

Inf act ,

t he

nt erest

for

Afunstructured?o

dat a

crowdsourcing listed in the table above, seems to be growing in the environment sector: there

are many ways of using social media both directly as sensors, buasalsome sort of
metadata or data that you combine as relevant to the environar8nJhe example is the

Citizen Observatory Web (COBWEB¥ project.

111 Rajendra Akerkar, Guillermo Veg@orgojo, Grunde Lgvoll, Stephane Grumbach, Aurelien Faravelon,
Rachel Finn, Kush Wadhay Anna Donovan, Lorenzo Bigaglinderstanding and mapping Big DatBYTE
Deliverable D1.1, BYTE Consortium, 31 March 2015, p. 50.
112 hitps://cobwebproject.eu/
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The modelling community, as was to be expected, seems less interested in this kind of
engagement: CitizeBcience is not what we do at DKRZ. Maybe one day DKRZ will be
"require[d] to enable access and analysis of the immense amount of social and environmental
observation data stream that is collected from intelligent sensors and citizens..." into its
numericdly generated climate Big Data (i.e. big volume but homogeneous), however, this is
not yet discussed (or at most in projects such at RDA or EUDAT, but not seriously envisaged
presently) [5].

In summary, there is a stress on the heterogeneity of enwrdamdata, gathered from
hundreds of countries, several thousand locations, ships, aircraft, land vehicles, satellites [l
6]. Besides, the interlinking of data (e.g. time series, as a special case linking along the time
dimension) is seen as a source eWwndata, providing unexpected insights, especially when
typical data sources are couple with raarthoritative, unstructured data, such as social
media. It is worth underlying that Europe seems to be leading the Big Data innovation (or
revolution) in theEarthObvsspatial sector.

2.2 DATAUSES

Value chain analysis can be applied to information systems, slD3gstemto understand

the valuecreation of data technologieBable 28 contextualizes some of the activities of the
BYTE Big Data Value Chai¥® to the environment case study, in relation to the main
stakeholders and/or use cases. For example, Environmental Agencies, as intermediate users
of environmental data, typatly make use of data acquired from sensor netw@®System

is mainly related to the final phase of the Value Chain, i.e. the Data Usage phase, as it
specifically targets the Society and the decisimakers, which are the end users of the Big

Data Value Chain in the environment sector.

Table 281 Main uses of data in the environment case study

DATA ACQUISITION

Data streams National/hternational Space Agencies (space observation gorteio
some extent NASA) [FG]

Remote sensing industry [FG]

Sensor networks Government Agencigdnvironmental Agencies) [FG]

DATA ANALYSIS

Community data Typical business is to combine data and do some reporting fo
analysis municipality [FG]

Statistics/reporting [FG]

Crosssectorial data Data integration leading to liveabdiesign [FG]
analysis

Information extraction | Fisheries, mining, oil & gas [FG]
Stream mining

Linked data Inventories of data and user needs [FG]
Semantic analysis

DATA CURATION

Interoperability | Combining different pieces of data, e.g. near-tisaé data and historical

113 Edward Curry, et al. Op. Cit., p. 18.
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data [FG]

Federation and sharing of data [FG]

Community / Crowd

Local committees, citizens [FG]

Data quality
Trust /Provenance

ICSU CODATA works to improve the quality, relidity, management an
accessibility of data of importance to all fields of science and techn
[FC]

Incentivisation
HumanData Interaction

E-infrastructurei needed to support open access, legal interoperal
education/changing data culture [WS]

The CMIP community propagated open access even for commercie
with some success; the number of institutes that agree to a free Te
Use increase {b]

DATA USAGE

Prediction

Crisis, impact forecasting [FG]
Insurance [FG]
Meteo forecasthearcast [FG]

Final information would be predicted informatior]

Decision support

Huge processing demands caused by crisis [FG]
Civil protection agencies [FG]

Disaster (flooding, thunderstorm, wildi

hurricane, hydrology)FG]

tsunami, earthquakes,

In-use analytics

In-place processing (Container idea / obj@iented computing / eline
processing of streaming data) [FG]

Use of internet locality, temporality, to identify uses [FG]

Domainspecific usage

Farmers, tourism sector, foaudustry [FG]

Control Traffic, Anti-terrorism [FG]
Policy Enforcement, Global monitoring and control of internatic
agreements (KYOTO, NPT, UN Sustainable Development Goals) [FG
Planning & Control [FG]

Modelling Comprehensive virtual peesentation of the planet (cf. Internatio

Simulation Society for Digital Earth) [FG]

Ozone holé Climate Change [FG]
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The original scope 0EOSystemis making Earth observation resources available for better
informed decisiormaking, particularly in the nin8BAs: Agriculture, Biodiversity, Climate,
Disasters, Ecosystems, Energy, Health, Water, and Weather. From this perspective, the uses
of EOSystemhave focussed on disaster relieve, support to humanitarian actions, and similar
initiatives, typically carriedn by public bodies. Examples of the myriads of applications that
have been realized by mean€&@Systenservices and data include:

f Forecasting meningitis outbreaks in Afr.i
Health Organization to target ¥sccination programs;

1 Providing images freef-charges to farmers, resource managers and other users so
that they can monitor changes in critical environmental variables such as crop growth
conditions, crop area and production;

1 Integrating ground observatis with satellite data to provide accurate maps of the
forest canopy and estimates of forest biomass and carbon content.

At present, there is a trend fRarthObvsto evolve into a global venue to support Science
informed decisiormaking in general, with a growing attention for the industry sector, and for
the private sector in general. This may prelude to more commeroigyted uses of
EOSystendata in the fute.

Moreover, the IDIB is specifically tasked with capacity building, including human resources,
particularly in lessdeveloped countries. This is an important -aase of EOSystem
implemented in programs such as EffiSystem'4,

2.3 DATAFLOWS

As a System ofSystems,Eosystemis conceived to scale up and accommodate an ever
increasing amount of environmental data and services, offered and consumed by the various
EarthObvsparticipants. Data flows may be virtually unconstrained, originating by one or
more datgproviders, flowing through as many intermediate processes as necessary, before
reaching the final user, be it a human or a machine: data is conceived more like streams being
continuously generated and collected.

To support this,EOSystemis based on a Sace-Oriented Architecture (SOA) and on
resource virtualization patterns such as Infrastruegé -Service, PlatformAs-A-Service,

etc. This is typical of modern Spatial Data Infrastructures (SDIs), like for example the Helix
Nebuld!® ecosystem for saték data, referenced by one of the case study participants: in this
ecosystem there are data providers, research institutions providing knowledge (from the
analysis of data)EarthObvsapp providers, service providers and customers that consume
information [FG], backed by a Cloud Computing Infrastructure, which ultimately provides
physical and organisational structures and assets needed for-that€dl operation of
research institutions, enterprises, governments and society.

In addition,EOSystenprovides a central service framework, termedB@SystemCommon
Infrastructure (GCI), which is the primary tool where the interaction between data providers
and users are materialized. As depicteéigure 3, the GCI provides a set of capabilities to
enable information sharing between multiple data sources and multiple data users. These
include a portal, resource registration services, and a number of mediating serviees, na

114 http://www.earthobservations.org/&erthObvss.php
115 http://www. helixnebula.eu/
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brokers, which transparently address any technical mismatches, such as harmonization of
data and service models, semantic alignment, service composition, data formatting, etc.

ine Societal Benefit Arg
N1 _' ; — as

Biodiversity

GEOSS Portal

GEOSS
Common
Infrastructure Discovery and Access Broker

Resource Registration

Earth observations data, information and services
Figure 31 EOSystemarchitecture overview

The rationale of this BrokerinR§OA is to hide all technical and infrastructural issues, so that
the users can better focus on their information of interest (information is the important thing,
what would be paid [FG]). For example, the Discovery and AcBesker shown irfrigure3

is in charge of finding and retrieving resources on behalf of the clients, resolving all the
interoperability issues and hence greatly ceag the complexity that would be implied by

the necessary required interoperability adaptatibigure 4 represents a data flow through

the EOSystenGCI Brokering nfrastructure.

As related to the issue of data flow BOSystem it is worth mentioning that policies and
institutional arrangements are an integral part of the GCI and in general are part of the
definition of a SDI, as the fundamental regulatory mechasi®f environmental data
exchange. These can range from applicasipecific Service Level Agreements to
overarching frameworks.
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Figure 41 Representation of a data flow iIEARTHOBVSSS

Examples of aspects where environmentaicpesd are advocated or already effective are
[FG]:

Civil protection

Emergency use or reuse of infrastructure (e.g.1BY¥IDER for disaster response)
Green energy and infrastructure

Federated systems

Fair disclosure of property and environmental findirfgsy. the UK Passport for
properties/real estate)

Multi-lingual support

Intellectual property (e.g. to avoid overly inclusive patents)
Publicprivate partnerships

Resilience framework (i.e. goals for bringing infrastructure back online)
Space agency (e.Gopernicus)

International Charter for Space and Major Disasters

EU Common Agriculture policy

Kyoto protocol (an event in Paris in December will focus on Big Data)
EEA policy on noise pollution

Data sharing (e.g. Open Access)

= =4 -4 -8 A

=4 A =4 -5_9_9_9_9_2°_-2

Data sharing policies are olously most relevant to data flows. Our fieldwork has
highlighted the importance attributed to data sharing and the potential impact credited to open
access policies in the environment sector (disaster management [is related to] International
agreements in an emergency situation any one government is not equipped to handle
disasters that occur across borders; also need for cooperation between local agencies, and
data openness is required [FG]; [Space agencies] do not contribute as of yet very much to
envinmental studies. Some are more defence based. They also keep their own data for
themselves. Open access here is key to furthering this [FG]).
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EOSystem explicitly acknowledges the importance of data sharing in achieving the
EOSystem vision and anticipatedsocietal benefits:"The societal benefits of Earth
observations cannot be achieved without data shatfhgrhe EOSystemData Sharing
Principles recognize the Data Collection of Open Resources for EveryoneGORIR) as a

key mechanism to advocate operméas data provisioning and address +technical
externalities. The GCI plays a critical role in efficiently and effectively support the
implementation of the Data Sharing Principles.

Other policy issues (e.g. security) will probably become more impartatite near future
(EOSystemmeeds to facilitate new data integration and to address [slprieacy, etc.: e.g.,
anonymigtion, processes to control use, legal interoperability, quality labelling/trust
processes [WS]Moreover, as we have observE(d pecific sustainability policies will be
required, at some point, to secure the lgrgn sustained operation of the GCI itself. Until
now, the GCI has been maintained on a voluntary basis, in accordance WHO3lystem
implementation methodology. The Aat Plan calls for theEarthObvs Members and
Participating Organisations to provide resources for the sustained operation of the GCI and
the other initiatives set out. However, the governandgasystembeyond the time frame of

the Action Plan is not yetefined.

2.4 MAIN TECHNICAL CHALLE NGES

From our case study research, the following main technical challenges can be related to the
various activities of the Big Data Value Chifh

Table 291 Main technical challenges in the environmentase study

Value chain activity Statement [source]

Data acquisition Resolution [FGJ also affects data analysis; the choice of an
appropriate resolution is applicatignitical and typically a tradeff
with the frequency and range of the acquisition

There is a need for more environmental information on local to glok
scales and on time scales from minutes to yedtk [I

Data analysis Tricky to find information. Requires getting an overview of the data
getting hold of the data. There is room fimprovement here [FG]

EOSystenmeeds to facilitate new data integration [WS]

Making a great variety of datasets on different format, temporal ang
spatial resolution, etc. interoperableg]l

Translate data into good political and seegmnomic decisias [I-1]

Not having all algorithms developed to access and analyses the-dd
2]

5Group on Ear t10Yabmpemeniation Rlan Refereiice Docuent ESA Publ i cati on
Division, Noordwijk (The Netherlands), February 2005, p. 139, 205.

117 Anna Donovan, Rachel Finn, Kush Wadhwa, Lorenzo Bigagli, Guillermo Vega Gordtgotin

EarthObvsg SkjeevelandOpen Access to Dat8YTE Deliverable D2.3, BYTE Consortium, 30 September

2014, p. 27.

18 Edward Curry, et al. Op. Cit., p. 18.
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The really important essential variables may not be covered/identif
[1-2]

Combine reatime and lowlatency sensor data with models to gener
and distribute nvi r onment al i nfoRmati o

Data curation Quiality of data [FG] arguably the first and foremost aim of data
curation: data can be improved under many aspects, such as filling
gaps, filtering out spurious values, improving the clatgmess and
accuracy of ancillary information, etc.

In the Eyjafjallajokull crisis, the problem at the beginning was that tk
volcanic watch data was not accurate (this affects deemsaking
processes) [FG]

Social media androwd sourcedlata is generally not trusted. This is
especially problematic when combining data sources [FG]

Imagine a crisis situation, e.g. a flood in Beijing. The government ¢
not use social media to make a decision [F@&iis is reiterating the
issue of trusbf nonauthoritative sources, such as social media

Need to apply methods to transform data into authoritative source,
W3C [WS]

Data storage Sustainability is an important requirement. There is a continuous a
of datai its availability has tde guaranteed [FG]

An important issue is the lortgrm maintenance of the infrastructure
1]

It would help to increase both storage and transfer veloe&iy [l

Data parallelism [FG]

Data usage Data access is a challenge [FG]

Interpretation. Therés an institutional gap between mapping authori
and the scientists [FG]

Lack of standards, industrial competitors that use standard violatio
strengthen their position-]

Our fieldwork confirms the significant technical challenges raised bg-idi@nsive
applications in the environment se¢tdr They encompass a wide range of applications: from
disciplinary sciences (e.g. climate, OcekarthObv$ogy) to the multidisciplinary study of

the Earth as a System (the-aalled Earth System Sciencéllhey are based on Earth
Observation, requiring handling observations and measurements coming fsim and
remotesensing data with ever growing spatial, temporal, and radiometric resolution. They

119 Rajendra Akerar, Guillermo VegaGorgojo, Grunde Lgvoll, Stephane Grumbach, Aurelien Faravelon,
Rachel Finn, Kush Wadhwa, Anna Donovan, Lorenzo Bigafiiderstanding and mapping Big DatBYTE
Deliverable D1.1, BYTE Consortium, 31 March 2015, pp521
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make use of complex scientific modelling for derivinfprmation from the large amount of
observations and measurements.

The opinions gathered reiterate that data access, the basic requirement of any use case, is a
hindering factor (it is hard for new players to access the data [FG]). This issue is also
reinforced by the lack of standardization, particularly of the data format (XML standardized
access needs to be improved [FG]). From this perspective, the implementation of open access
policies is considered a facilitating factor (we are going to pronfretely open available as

much as possible. So it means everyone can access to the4jat®pen access policies are
considered effective also to mitigate ot her
because people spent so much time to instalhdoessary authorization and authentication
software [t5]; optimization of utilities through data analytics: there is some risk that it may

be hampered by not distributing the data under open access conditdns [I

However, there is a general percepttbat technical challenges are easy to overcome [FG],
and that the real issues are poliejated, e.g. data quality (do you benefit from open data?
Yesi orders of magnitude decrease in cost of collection. Are there disadvantages? Yes
maintenance of ality control [}-6]).

Speaking of the scientistsé efforts to work
of an fAorganizations vVvs. scienceodo [ FG] conf
change (Enfrastructure needed to support open eas¢ legal interoperability,
education/changing data culture [WS]).

2.5 BIG DATA ASSESSMENT

In our fieldwork we have collected a number of testimonials, impressions and opinions about
the adoption and challenges of Big Data in the environment sector. Witinghiswe have
elaboratedrable19, containing the main insights and the statements that support them.

Table 301 Assessment of Big Data inite environment case study

Insight Statement [source]
Environment sector: Big Data hag Not clear what is so new about Big Data that changes what
always been there EOSystemi s doingé has already

more than a decade [WS]
EOSystenis facilitating access to lots of data [WS]

Big data is nothing new: there is more data now, but techng
is also improving [FG]

EOSystenhas always been about Big Data in environment
sector! [WS]

EarthObvshas being a Big Data organisation or a Big Data
handler since the very beginning3]

This is obvious... [B]

We already have Big Data. And it is going to get much bigg
[1-6]
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There is so much data and the philosophy of getting the dat
from one plae to another, has driven us to the solution that
instead of bringing the data to the processing you bring the
processing outinthe cloudtothedd@ao t hat 6 s a
different way of thinking and very different way of doing thin
[1-3]

Variety is a very big challenge, an
growing

Greater variety of data, e.g. crowdsourcing, etc. has
implications forEOSystenfWS]

Variety is an important factor in environment dataceds an
interdisciplinary mingset to fully analyse and understand the
data FG]

[ThroughEOSysterhyou can put together and get more
information and different information, more efficiently than
you did before H3]

So the value would be integration of the variety of the datas
into final product as predicted informatior4])

There are no shared Veracity,
Value, and Validity criteria

Validation and verification of data is up to members, not
EarthObvqWS]

EarthObv&LAM (Global Agriculture Monitoring) information
for decision making; member states take responsibility for t
information development and validation [WS]

EarthObvsandEOSystentould serve as forum for airing
issues and problems (complementary to other efforts?) [W§

EarthObvshas to be supportive and follow member policies

[WS]

DKRZ is also involved in Veragit(quality assurance), but alg
in a way which is not so interesting: the data need no
protection, as they are no individualated details, and nobod
objects to irdepth analysis maybe for a while because of
authoring aspects, but besides everybodgegyto open data
for access [b]

Policy issues seem bigger than
technical/infrastructural ones

The biggest challenges lies in the complexities related to
humans and organizational issues. In particular it is a challe
that the technology develops fasthan the organisational ang
human issues are being addressed and sohajd [l

Difficulties: mostly institutional; shared vision; capacities at
humaninfrastructureinstitutional levels [{1]

Internal national policy is one of the barriergil
Enable underfunded public sector to manage public resourc

responsibly, without private corporation creaming excessive
profits or restrictively owning the means of productioB]!
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The question whether Big Data is a radical shift or an incremental change for the existing
digital infrastructures for environmental ai@rthObvspatial dat&®, seems to lean on the

second option (We are slowly discovering the potential and benefits dd&gy[F1]). In

fact, Environmental Sciences have been in the forefront in many initiatives trying to realize
theeSci ence vision (a dglobal coll aboration i
of infrastruct ulendtith @dtaoriemtédluhdergnnirgbVMaay scientists

and technologists are advocating an entirely new approach to science based on data intensive
scientific discovery, named the Fourth Paradffrand supported by Big Data.

While Big Volume, big Variety, and high Matity are typical issues of Environmental
Sciences data systems, Variety is reported as a very important challenge, and most likely to
become even more in the future, with the uptake of crowdsourcing, Internet of Things, etc.
An aspect of Variety that is avth underlining regards the heterogeneity of data resolution:
the coverage of the Earth is typically not uniform at every resolution, but instead presents
gaps that require complex interpolations to integrate the existing data at different resolution
leveds. One of the strategic goals BDSystemis a comprehensive coverage of the planet.
Noticeably, the modelling community seems to remark specificities with regards
[...](climate model data includes just 2 Vs: volume and velocib})jl

As commonly ecognized in the scientific debate, quality of data is the biggest challenge.
While most would agree on how to quantify and address Volume issues, there is no shared
view on Aquality criteriao, such as Value,
seems to have been postponed until now, and delegated to other parties. Workshop
participants seemed particularly weary of taking strong positions on this, although admitting
criticism on the quality of the data available E@System.

As we noted in therevious section, there is a general perception that technical challenges are
easier to overcome than policy issues, especially those arising at the intersection between the
public and the private sector. There are concerns that private actors abuseepahlices (in

terms of data made openly available), without returning on the investment.

3 ANALYSIS OF SOCIETAL EXTERNALITIES

According to the case study methodol&dywe have investigated the external (i.e. impacting

or caused by third parties) barriers and enablers to the identifiethttaive environmental
processes. In fact, there exists an obvious relationship between the externalities of an activity
and the onsequent reactions from affected third parties. If an activity causes a negative
externality, then the affected party would oppose it, and hence appear as an (external) barrier.
Likewise, parties taking advantage of an environmental process would fadtliteesulting

as enablers. We have restricted our interest to cases where the affected third parties have

120 Anna Donovan,Rachel Finn, Kush Wadhwa, Lorenzo Bigagli, Guillermo Vega Gorgdj@rtin

EarthObvsg SkjeevelandOpen Access to Dat8YTE Deliverable D2.3, BYTE Consortium, 30 September

2014.

21Hey, Tony, and Anne E. Trefetheh0 0 2. i Blte ek ee Core Programme and the
Journal for eLearning Security (1JeLS) 1 (1/2): 1011031.

122 Hey, T., Tansley, S., Tolle, K. (Eds.), 2009. The Fourth Paradigm=-iD&tasive Scientific Discovery, p.

252. MicrosoftCorporation edition.

123 Guillermo VegaGorgojo, Grunde Lgvoll, Thomas Mestl, Anna Donovan, and Rachel Blase study
methodologyBYTE Deliverable D3.1, BYTE Consortium, 30 September 2014.
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some relevance for the Society at large, as per the scope of B¥JlEe 5 depicts the
intuitive conceptual model we have adopted to refine our analysis.

Figure 51 model of externalities in the environment use&ase

The outcomes of the analysis are somewhat blurred, as most exaetoes typically have

both positive and negative aspects and can be seen as-ddgbteswords (the benefits also
come with risks [WS]; benefits of using data to support SBAs inevitably comes with risks of
potential misuse of data [WS]).

We have also guped the identified externalities in four classes: economical, social &
ethical, legal, and political. This classification is also somewhat arbitrary. The participants in
our fieldwork often found it difficult to clearly assign an impact to a dimensionfelh that

there were clear connections and flow between them [FG].

3.1 ECONOMICAL EXTERNALIT IES

We include inTable 31 the economical externalities that we have founthe environment
case study. For each row we indicate the externality codeTedte 55, the specific finding
and a set of statements from the case study data sdhatesupport it.

Table 311 Economical externalities in the environment case study

Code Quote/Statement [source] Finding

E-POBM-2 There are new, different business models [FG] Innovative
business models
EarthObvsata as a tool for creating a new marketpiattés | (closer linkages
is the cloud part of the ecosystdaarthObvslata could be between research
something similar to GPS for the European economy [FG]| and innovation)

There are many European agencies (based on European
projects) that are intagovernmenta Some examples: EPOS
USGS, IRIS, ESA, CEQOS, CERN. Since these agencies al
leading the industry worldwide, there is potential for a
marketplace [FG]

E-POBM-1 Everything shold be free and open. There is business valu| Opportunities for
this, enabling people to be creative and to create value. In| economic growth
addition, governments get value by these new businesses| (new products and
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