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EXECUTIVE SUMMARY  

This deliverable presents the case study reports on positive and negative externalities in the use 

of big data that we have undertaken in the BYTE project. The case studies correspond to the 

domains of crisis informatics, culture, energy, environment, healthcare, maritime transportation 

and smart cities. Following the methodology reported in deliverable D3.1, we have gathered 

evidence from the case studies by means of semi-structured interviews, disciplinary focus 

groups and literature review. Overall, we have conducted 49 interviews with data experts from 

each case study discipline and we have counted with 6-12 external domain experts per focus 

group. 

 

The crisis informatics case study is focused on the use of social media ï especially Twitter data 

ï to support humanitarian relief efforts during crisis situations. The case shows how the use of 

big (and open) data can provide significant gains and benefits in terms of the provision of 

humanitarian aid, including better, more targeted and more resource efficient services. 

However, issues related to privacy, data protection and resource drains remain significant. 

 

The culture case study examines a pan-European public initiative that provides open access to 

digitised copies of cultural heritage works. Although there is some debate as to whether cultural 

data is in fact big data, this discussion evolves as the volume, velocity and variety of data being 

examined shifts. The variety challenge is especially relevant in this case, given the different 

types of cultural objects and associated metadata. Moreover, the diversity of stakeholders and 

their complex interrelations produce a number of positive and negative impacts for society, as 

well as prominent challenges faced by such initiatives. Some of these challenges include 

potential and perceived threats to intellectual property rights and the establishment of licensing 

schemes to support open data for the creation of social and cultural value.  

 

The energy case study analyses the impact of big data in exploration and production of oil & 

gas in the Norwegian Continental Shelf. This is a data intensive industry that is shifting from 

mere data storage to more proactive uses of data, especially in the operations area. Our 

investigation reveals significant economical impacts ï especially through data analytics, open 

data and commercial partnerships around data ï although there are concerns with existing 

business models and reluctance of sharing data by oil companies. Big data can also be applied 

to diminish safety and environment concerns, while personal privacy is not problematic in this 

domain. However, cyber-threats are becoming a serious concern and there are trust issues with 

the data. In the legal side, regulation of data needs further clarification and ownership of data 

will become more contract-regulated. 

 

The environment case study is probably the most mature in terms of big data. Stakeholders take 

for granted the availability of data, especially from authoritative sources such as prominent 

earth and space observation portals, and there is a growing interest in crowd-sourced data. 

Europe is leading this area and there is a general perception that the technical challenges can be 

easily overcome, but policy-related issues and data quality are the main barriers. Given the 

myriad of applications of environment data, there are many opportunities for economic growth 

and better governance of environment challenges ï although there are also negative 

externalities, such as the possibility of putting the private sector to a competitive advantage. 

Data-intensive applications may increase awareness and participation; however, big-brother-

effect and manipulation, real or perceived, can be problematic. With respect to legal 

externalities, regulation needs clarification, e.g. on IPR. Finally, political externalities include 
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the risk of depending on external sources, particularly big players, as well as 

EarthObvspolitical tensions. 

 

The healthcare case study is conducted within a health institute at a medical university in the 

UK. This institute facilitates the discovery of new genes, the identification of disease and 

innovation in health care utilising genetic data. The data samples used, analysed and stored can 

easily reach a significant volume, especially when aggregated with other genetic samples or 

with other health dataset. The sequencing of these samples is computer-intensive and requires 

big data technologies and practices to aid these processes. The aggregation of health data 

extends the potential reach of the externalities produced by the utilisation of health data in such 

initiatives. For example, research with these samples can lead to improved diagnostic testing 

and treatment of rare genetic disorders and assist in administering genetic counselling. 

Utilisation of genetic data also highlights when more controversial impacts can arise, such as in 

the case of ethical considerations relating to privacy and consent, and legal issues of data 

protection and data security for sensitive personal data. 

 

The maritime transportation case study analyses the use of big data in the shipping industry that 

accounts more than 90% of global trade. Despite its importance, the case study strongly 

indicates that major parts of the maritime transport sector are in a very early stage for adoption 

of big data, since ship owners and other stakeholders do not perceive the value of data. 

Moreover, a common denominator in this industry is the unwillingness to share any raw data, 

and if they have to, this is only done on an aggregated level. 

 

Finally, the smart cities case study examines the creation of value from potentially massive 

amounts of urban data that emerges through the digitalized interaction of a cityôs users with the 

urban infrastructure of resources. The state of big data utilisation in digitalising cities can be 

summarized as developing, with some cities currently building the necessary big data 

structures, be it platforms or new organizational responsibilities. With respect to the societal 

externalities of big data in the smart cities domain, the economies of data favour monopolistic 

structures, which may pose a threat to the many SMEs in cities and the small and medium 

cities. However, open source, open platforms, and open data have the potential to level the 

playing field and even spur more creativity and innovation. While big data in smart cities has 

many possibilities for social good, there are a number of negative externalities that need to be 

addressed, such as the strong reliance on data-driven services. 
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CRISIS CASE STUDY REPORT ï INNOVATIONS IN SOCIAL MEDIA ANALYSIS, 

HUMAN COMPUTING AND ARTIFICIAL I NTELLIGENCE  

 

SUMMARY OF THE CASE STUDY 

This case study examines the use of social media data, especially, but not exclusively to assist 

in humanitarian relief efforts during crisis situations. The case study focuses on the Research 

Institute for Crisis Computing and their work using Twitter data to ñmapò crises for 

humanitarian organisations. This case study raises a number of interesting issues related to big 

data uses, technological challenges and societal externalities. The analysis and conclusions 

demonstrate that the use of big data in this context provides significant gains and benefits in 

terms of the provision of humanitarian aid, including better, more targeted and more resource 

efficient services. However, issues related to privacy, data protection and resource drains 

remain significant. 

1 OVERVIEW  

The case study in crisis informatics examines the use of big data during crisis situations, which 

is an emerging area of big data practice. Crisis informatics is an umbrella term that ñincludes 

empirical study as well as socially and behaviourally conscious ICT development and 

deployment. Both research and development of ICT for crisis situations need to work from a 

united perspective of the information, disaster, and technical sciencesò.1 Furthermore, while the 

case study will focus primarily on political crises and natural disasters, it is important to note 

that crisis informatics links with a number of activity areas including humanitarianism, 

emergency management, first response and socio-economic development. Furthermore, while 

this case study focuses on the use of big data in responding to crises, crisis informatics is also 

implicated in relation to all three phases of crisis management: preparedness (training, baseline 

information gathering, simulations, conflict prevention), response (coordination, information 

gathering, provision of humanitarian relief or aid) and recovery (resource allocation, population 

monitoring, development).2   

 

This case study focuses on crisis mapping and the combination of machine intelligence and 

human intelligence to mine social media and other data sources to create crisis maps. A 

specialist research institute, pseudonymised as Research Institute for Crisis Computing (RICC), 

sits at the centre of this case study, and has provided access to key staff members internal to the 

institute and additional contacts in international humanitarian and governance organisations to 

assess the impact of the systems they are developing. RICC runs two projects, both of which 

focus on meeting humanitarian needs with a combination of ñhuman computing and machine 

computingò (artificial intelligence) (Director, RICC ï I-RICC-D). Project 1 uses a combination 

of crowd sourcing and AI to automatically classify millions of tweets and text messages per 

hour during crisis situations. These tweets could be about issues related to shelter, food, 

                                                 
1 Palen, L., S. Vieweg, J. Sutton, S.B. Liu & A. Hughes, ñCrisis Informatics: Studying Crisis in a Networked 

Worldò, Third International Conference on e-Social Science, Ann Arbor, Michigan, October 7-9, 2007. 
2 Akerkar, Rajendra, Guillermo Vega-Gorgojo, Grunde Løvoll, Stephane Grumbach, Aurelien Faravelon, Rachel 

Finn, Kush Wadhwa, and Anna Donovan, Lorenzo Bigagli, Understanding and Mapping Big Data, BYTE 

Deliverable 1.1, 31 March 2015. http://byte-project.eu/wp-content/uploads/2015/04/BYTE-D1.1-FINAL-

compressed.pdf  
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damage, etc., and this information is used to identify areas where response activities should be 

targeted. Project 2 examines multi-media and the photos and messages in social media feeds to 

identify damage to infrastructure. This is a particularly important project as the use of satellite 

imagery to identify infrastructure damage is only 30-40% accurate and there is a generalised 

difficulty surrounding extracting meaningful data from this source (Director, RICC). The 

project uses tens of thousands of volunteers who collect imagery and use social media to 

disseminate it. These activities link with high volume, high velocity data and introduce a 

significant element related to veracity. Specifically, the combination of crowd sourcing and AI 

are used to evaluate the veracity of user-generated content in both these projects. In each 

project, human computing resources are used to score the relevance of the tweets in real time, 

which is used as a basis for the machine-learning element. These volunteers are recruited from 

a pool of digital humanitarian volunteers, who are part of the humanitarian community. 

 

The projects use crisis response as an opportunity to develop free and open source computing 

services. They specifically create prototypes that can be accessed and used by crisis response 

organisations for their own activities. The prototypes are based on research questions or 

problems communicated to the centre directly from crisis response organisations themselves. 

As such, they ensure that the output is directly relevant to their needs. However, this does not 

preclude other types of organisations from accessing, re-working and using the software for a 

range of different purposes. The case study has enabled BYTE to examine a specific use of big 

data in a developing area, and to examine positive and negative societal effects of big data 

practice, including: economic externalities, social and ethical externalities, legal externalities 

and political externalities.  

1.1 STAKEHOLDERS , INTERVIEWEES AND OTH ER INFORMATION SOURC ES 

In order to examine these issues effectively, the case study utilised a multi-dimensional 

research methodology that included documentary analysis, interviews and focus group 

discussions. The documentary analysis portion of the work included a review of grey literature, 

mass media and Internet resources, as well as resources provided by the Research Institute for 

Crisis Computing about their activities. It also examines specific policy documents related to 

the use of data by international humanitarian organisations, such as the International Red Cross 

Red Crescent Societyôs updated Professional Standards for Protection Work, which includes a 

section devoted to the protection of personal data.3  

 

The Research Institute for Crisis Computing works with a number of different organisations to 

use data to respond in crisis situations. As a result, this case study has conducted interviews 

with four representatives from RICC and three representatives from RICC clients, including the 

humanitarian office of an international governmental organisation (IGO) and an international 

humanitarian organisation (IHO). Both clients have utilised RICC software and mapping 

services in their crisis response work. Table 1provides information on the organisations, their 

industry sector, technology adoption stage, position on the data value chain as well as the 

impact of IT on crisis informatics within their organisation. 

 

 

 

 

                                                 
3 International Red Cross Red Crescent Society, Professional Standards for Protection Work, 2013. 

https://www.icrc.org/eng/assets/files/other/icrc-002-0999.pdf 
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Table 1: Organizations examined 

Organization Industry sector Technology 

adoption stage 

Position on data 

value chain 

Impact of IT in 

industry  

RICC Computer science Early adopter 

  

Acquisition 

Analysis 

Usage 

Strategic role 

International 

governmental 

organisation 

Humanitarian organisation Early majority Usage Support role 

International 

humanitarian 

organisation 

Humanitarian organisation Early majority Usage Support role 

 

The case study interviewed high-level decision makers in each of these organisations, and in 

the case of RICC, researchers also interviewed scientists and senior scientists who were directly 

involved in the design and development of the systems utilised. Table 2 provides information 

about each of the interview participants, using the classification system described in the BYTE 

Stakeholder Taxonomy4 to indicate their knowledge about big data, their position with respect 

to big data advocacy and their level of interest in using data for novel purposes.   

 

Table 2: Profiles of interview participants 

Interviewee Organization Designation Knowledge Position Interest 

I-RICC-S RICC Scientist Very high 

 

Supporter 

 

Very high 

 

I- RICC-SS RICC Senior scientist Very high Supporter Very high 

I-RICC-D RICC  Director Very high Supporter / 

advocate 

Very high 

I-RICC-PM RICC Programme 

manager 

Very high 

 

Supporter 

 

Very high 

 

I-IHO-HP International humanitarian 

organisation 

Head of project High Moderate 

supporter 

High 

I-IHO-HU International humanitarian 

organisation 

Head of unit High Moderate 

supporter 

High 

I-IGO-PO International governmental 

organisation 

Programme 

officer 

Very high Supporter / 

advocate 

Very high 

 

Each of these interview participants was situated at the developed end in terms of their 

knowledge about, interest in and support for the use of big data in crisis informatics. In 

particular, members of the RICC consistently described themselves as ñthought leadersò in this 

area and the space that they are working in as ñgreen fieldsò. This indicates where they see 

themselves on the scale of technology deployment. Interviewees from the international 

humanitarian organization were situated as slightly less knowledgeable, interested in and 

supportive of big data, but this slight difference was primarily related to the fact that their work 

still largely relied upon paper records and direct observations. This was particularly the case 

with respect to long-term crises such as political crises, as their work was equally focused on 

long-term events as well as acute events. 

 

                                                 
4 Curry, Edward, Andre Freitas, Guillermo Vega-Gorgojo) Lorenzo Bigagli, Grunde Løvoll and Rachel Finn, 

Stakeholder Taxonomy, BYTE Deliverable 8.1, 2 April 2015. http://byte-project.eu/wp-

content/uploads/2015/04/D8.1_V1.2.pdf 
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In addition to the anonymised interviews, data was also collected in a focus group with crisis 

informatics experts from the following organisations and stakeholder categories. Table 3 lists 

the organisations and stakeholder categories to which each focus group participant belonged.  

 

Table 3: Focus group participants 

Participants Description 

VU University of Amsterdam, NL Academic 

Antwerp Fire Service, BE End-user 

UK All Party Parliamentary Committee on Drones, UK Government 

Treelogic, ES Industry 

Sheffield Hallam University, UK Academic 

Oxford Computer Consultants, UK Industry 

Civil Protection and Emergency Number Agency, ES (Catalan Government) End-user 

Big Brother Watch, UK CSO 

Group on Earth Observations Secretariat, CH Data centre 

University of Patras, EL Academic 

Veiligheidsregio Twente, NL  End-user 

Ministry of Interior, EL Government 

 

To conform to established ethical practice in the conduct of research, all of the quotes from 

focus group participants are anonymised by stakeholder category.  

 

1.2 ILLUSTRATIVE USER STO RIES 

So to summarise the international government organisation asked us to tell them where 

infrastructure was most damaged. And so RICC, using the artificial intelligence tool, we looked 

for classifiers, which is what the tool does. It searches at a big data level, does the analytics 

and then spits out that piece of data into another tool, which maps the information. The 

mapping is where the community collaboration comes in, to make quick small bite size 

decisions like one-minute, two-minute task nothing like two-hour tasks.  And then all of that 

becomes aggregated and rolled up into a datasets that people can analyse and say where is the 

infrastructure damage the most. And so they verify the reports and so we provided the 

international government organisation with a map that showed them where the critical points 

were. And while they had their own insights, having done some site visits and having been on 

the ground, we were able to add a layer of data from citizen data, from the tweets to be able to 

kind of inform their decisions. [é] Now originally some of the reports were about how 

peopleéyou know how did it affect them in terms of food and not finding water, but the longer 

term plans when people in the international government organisation take that information 

they can strategically plan for which region had been most hit. And they can move their 

resources in that way. We are not moving the resources of a specific area, [but] we can help 

informed decision makers based on what weôve seen and what real citizens have said. 

(Programme manager, RICC ï I-RICC-PM) 

2 DATA SOURCES, USES, FLOWS AND CHALLENGES  

2.1 DATA SOURCES 

There are a range of data types that are relevant for crisis informatics, especially given the 

broader focus on humanitarian relief, development and crisis response. In order to produce the 

crisis maps that are useful for humanitarian, relief and response organisations, RICC primarily 

uses social media data from Twitter and information from text messages (i.e., direct 
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communication to agencies). These information sources can include text as well as still and 

moving images. In addition, they may also collect information from news media and they are 

exploring integrating aerial imagery and satellite imagery into their data processes. The tweets 

can number up to ña couple of hundred messages per minuteò and ña few hundred thousand per 

dayò (Senior scientist, RICC ï I-RICC-SS). More broadly, the international government and 

humanitarian organisations work with data such as global information systems data, data on 

administrative boundaries in particular countries, mapping information on roads, rivers, 

elevation and other EarthObvsgraphic characteristics, public health as well as detention (of 

political dissidents) and their sentences. These data records can number up to three million 

records including structured and unstructured data, which can be challenging to analyse with 

machines. However, although not specifically used by the case study organisation, other data 

types may also be useful for crisis informatics, including sensor data from buildings, roads and 

other infrastructure, GIS data, seismic data, weather data and satellite image data, image data 

from drones and others. 

 

Across these different organisations, data may be collected automatically or it may be collected 

by hand using manual records. The RICC collects data automatically, by sampling directly 

from Twitter and by utilising information embedded within the Tweet, specifically location 

data, and increasingly visual and image data. This data is born digital, and thus it is relatively 

straightforward to collect samples automatically. Furthermore, while individuals do not 

necessarily know that their data is being collected and analysed by RICC, some data 

characteristics are controlled by the user. For example, the inclusion of location information in 

tweets is something that ñyou have to opt intoò (Senior scientist, RICC, I-RICC-SS). 

Significantly, individuals, independent of RICC, produce this social media data and RICC are 

taking advantage of this existing data set. With respect to international humanitarian 

organisation data, data is primarily collected ñdirectly from individual people as well as 

indirectly through information from hospitals and other organisationsò (Head of unit, IHO, I-

IHO-HU). The IHO then seeks to ñtriangulate the information with other sources of 

information. So it maybe the press, it maybe the authorities, social media whatever is available 

a complete view as possible.ò (Head of project, IHO) Unlike RICC, the IHO data is collected 

from individuals in a targeted manner, thus it is ñpulledò by the IHO rather than being ñpushedò 

by people themselves. 

2.2 DATA USES 

The RICC is committed to using this data analytics tool for crisis management, humanitarian 

relief and development, all within the general field of crisis informatics, as well as other social 

causes. Within the crisis mapping work, data is primarily used to ñaugment situational 

awareness to inform decision makingò for the clients (Director, RICC). Representatives from 

both the IGO and the IHO concur with this assessment, adding an element of predictive 

analytics as well. For example, the Programme Officer for the IGO stated that the tool ñhelps 

kick-start things in the early days of an emergencyò and allows relief workers to get an 

understanding of the situation, especially in ñremote locations where we can get pictures that 

we havenôt heard anything aboutò. Speed is a key improvement here, where prior to the 

mapping tool, it would have taken the IGO days to gather information. In addition, the RICC 

are interested in integrating automated processing of images into their service. As the Director 

notes, ñWe now have access to satellite imaging and so what we want to do is bring that sort of 

human computing/machine computing hybrid to imagery analysis as well as pictures taken on 

Smart phones.ò 
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The IHO also noted the importance of having better information more quickly to assist in 

decision-making. However, the IHO also noted that this information also helps them by 

providing ñearly warningsò. This could include ñtrend analysisò and ñpredicting which 

populations are vulnerableò to health risks, abuse or other additional effects (Head of Unit, 

IHO). For example, having a greater understanding of population movements or population 

displacement can impact future planning and risk assessment:  

 
[There is a tool] called FlowMiner which is trying to use let us say anonymised cellular data to 

track population displacement. So they were able after Haiti to show they could have predicted 

[displacement] using cell data very quickly. They could know where numbers of people went 

and my understanding was that it actually took several weeks for the larger [IGO] related 

assessment to determine effectively the same thing. And then there are also other groups 

looking at it from a predictive standpoint, where are people usually going on holidays. So in a 

Christian country, where are they going for Easter or where are they going for Christmas. And 

then say there's a major crisis in Port Au Prince or in Kathmandu where would people be most 

likely to go and then prepare measures in those directions. (Programme Officer, IGO) 
 

Again, while the speed of data availability is important in this example, the predictive element 

and the ability to use predictive analytics to prepare for a crisis as well as respond to one 

demonstrates that big data can stretch across different phases of a crisis.  

 

Importantly, the artificial intelligence tool itself is application neutral (in the sense that the 

analysis of the Twitter data can be applied to any application ï e.g., brands, sports teams, etc.), 

but the RICC team have committed to using it for crisis management and other social causes, 

including environmental protection, health, local community improvement, youth engagement, 

traffic management and election monitoring.  

2.3 DATA FLOWS  

While the application of the artificial intelligence tool to some of these other social causes 

might result in a more local data processing, the data from the crisis management and response 

applications result in an international flow of data. Specifically, data from social media are 

ñpushedò by those affected by crises and disasters to the Internet, which is itself international. 

However, the further processing of this data also integrates a global network of analysis. First, a 

network of digital volunteers, located anywhere in the world, analyzes data from specific 

Tweets or sets of Tweets. The data from this first processing is then fed to the artificial 

intelligence tool currently hosted by the RICC in a small developing country. The data from 

this secondary processing is then fed to large, international humanitarian and relief 

organizations in cities such as Geneva, London or New York as well as others, who use it to 

provide aid and relief in the country where the social media information originated. Thus, the 

data itself makes a global journey in order to be utilized ñon the groundò in each local context.   

2.4 MAIN TECHNICAL CHALLE NGES 

As noted in in the Stakeholder taxonomy,5 the big data value chain consists of the following 

steps: Data acquisition, analysis, curation, storage and usage. In crisis informatics, technical 

challenges were reported in all of these areas. However, the challenges associated with data 

analytics and data curation appeared to be most immediate to stakeholders in the interviews and 

the focus groups. 

 

                                                 
5 Edward Curry. ñStakeholder Taxonomyò. BYTE Project. Deliverable 8.1. 2014. 
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With respect to data acquisition, acquiring proprietary data, acquiring a full data set, and 

acquiring valid data were reported as key issues. For example, an academic expert from the 

focus group noted that information needs differ at different levels of an organisation. Satellite 

and scientific data is more useful at higher levels of an organisation for planning and resource 

allocation, but this additional information is not necessarily useful for responders. In contrast, 

responders need immediate and current information to react to incidents as they occur. Twitter 

has emerged as a key information resource for these immediate responders for two reasons, 

first because it is up-to-date and second because it is publicly available. Thus, there is no issue 

with respect to being able to access the data. In fact, the Director of RICC described Twitter 

data as a ñlower hanging fruit in terms of data accessò. However, even with this publicly 

available information, RICC still works with a sample of Twitter data, albeit a large sample. 

According to one of the RICC scientists, nobody ñgets access to the full stream Twitter 

samples, it is just the way it isò (I-RICC-S). In fact, the RICC have had to negotiate with 

Twitter to enable them to use the sheer amount of data that they process. Specifically, RICC 

ñhave triggered a few alarmsò with Twitter, who have contacted RICC to enquire about their 

activities (Senior scientist, RICC ï I-RICC-SS). However, according to the RICC, Twitter does 

allow such usages in particular circumstances, including humanitarian purposes. Nevertheless, 

working with an incomplete data set always raises risks that the data that is analysed can be 

misinterpreted. As a focus group end-user noted, ñyou donôt know what you havenôt picked 

upò. 

 

However, the RICC and other organizations would like to be able to access information from 

other social media sources as well as other sources, and accessing these closed data sets is a 

challenge that must be met in order to ensure as full and representative a data set as possible. In 

addition, an end user from the focus groups reported that when dealing with crises involving 

private property, the owner of the private property is the owner of the data. This can make 

preparatory activities difficult since the data is not accessible when there is no incident. Finally, 

ensuring that data is up-to-date is also a significant technical challenge, as ñoutdated 

information is essentially misinformationò (End user, focus group). Yet, although these 

challenges were discussed, interview and focus group participants did not necessarily 

prioritized these. 

 

In contrast, challenges related to data analysis provoked significantly more discussion in 

interviews and focus groups. The RICC interview participants all prioritized software 

development challenges in their discussion of technical challenges, which reflects their primary 

focus on software development for crisis situations. These challenges were primarily related to 

fixing bugs and working with a system that was still under development. As the RICC Director 

notes, ñBecause we are a computing research institute, I think our first responsibility is to make 

sure that we evaluate the robustness of our tools, of our technologies. Is it actually performing 

as itôs supposed to perform? Are there bugs? Is it crashing?ò (I-RICC-D) Furthermore, the 

RICC uses a software development methodology that they describe as ñagile developmentò, 

where they deploy the software during crises and emergencies in order to identify those bugs, 

because ñwe learn more during 24 hours of a real world deployment on everything that is not 

right with our platform than we do in three months when they are no disastersò (Director, RICC 

ï I-RICC-D). Yet, the use of an immature system requires some expectation management on 

the part of the clients. The RICC ask them to certify that they understand they are working with 

a system that is under development, that has not been fully tested and which may not produce 

any added value. Nevertheless, according to the RICC, their clients agree to deploy the system 

because they do get added value from it and they recognise the value in testing the system in an 

operational environment. 
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Outside of the RICC, the IGO and focus group participants reported that standardization at the 

analytic and policy level represented a challenge with respect to data analysis. An end user 

from the focus group noted that during a crisis, data are being collected in different formats and 

it is nearly impossible to analyse all of the data available in time-sensitive situations because of 

these different formats. Yet, the Programme Officer from the IGO was more focused on 

standardization at the policy level. He argued that he would welcome more standardization in 

terms of hash tags on Twitter, which would significantly improve data capture and detailed 

analysis. He argued that this initiative could be led by national and local governments and 

responding agencies.  

 

Data curation was a key issue for the RICC, who use a corps of digital volunteers to help 

curate data coming in from Twitter. Specifically, the RICC use a combination of human 

computing and machine computing, which takes the data through multiple layers of processing. 

The population of tweets collected by the RICC are sampled and then distributed to a large 

network of ñdigital volunteersò who label the Tweets and then score them for relevance. This 

sampling does two things. First it enables the processing of the data to begin quickly, using up 

to tens of thousands of volunteers to undertake the initial analysis. Second, it provides the 

machine-learning component with a set of data to learn from, in order to automatically process 

the full data set held by the RICC. As such, the sample tweets initially labelled and analysed by 

humans, are then turned over to the artificial intelligence software:  
 

The machine can then take those tweets that are all labelled with infrastructure damage and 

process them and start to ñlearnò what that infrastructure damage tweet looks like based on 

human-labelled data. The machine learns and learns and learns it is continually fed more and 

more batches of one hundredésets of one hundred tweets that are labelled with this particular 

category of information. Eventually the machine gets better and better at recognising this 

particular type of information in the tweet and can do it more quickly and can do it 

automatically. (Scientist, RICC ï I-RICC-S) 

 

This solution to data curation may be applicable to other contexts and uses of big data; 

however, the recruitment of such volunteers also raises social and ethical issues, as discussed in 

more detail in Section 3.2. 

 

RICC and focus group participants also agreed that data storage was a key technical challenge. 

The RICC reported:  

 
 [W]hat we need is servers, much better bigger servers, [é] we need basically some serious 

access to Amazon web services to be able to scale the deployment of the platforms and to do all 

the work we need. You know if we get to a point where we deploy [the tool] and we get more 

than ten thousand volunteers that show up that platform would crash. And that is not a good 

thing for anyone (Director, RICC) 

 

Focus group participants also concluded that cloud solutions were a primary need and that 

public-private partnerships could be forged to host crisis informatics services. While the RICC 

is actively soliciting such partnerships, these also introduce their own potential challenges and 

impacts, as will be discussed in more detail in Section 3.4 below.  

 

Finally, research participants also reported challenges in the usage of data in crisis informatics, 

where data usage here refers to the use of data by clients such as humanitarian organizations, 

response organizations and governmental organizations. Primarily, there were reported 
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challenges around organizational culture that made it difficult to integrate these services into 

existing workflows and decision-making mechanisms. The Programme Officer from the IGO 

stressed the importance of using existing mechanisms to translate the new information provided 

by big data: 

 
People saw the online crisis map and they said okay that is just a bunch of red dots, it is too hard 

to drill in everything. But I had people take the data and take certain parts of the data and create 

the regular [IGO] info graphics. 

 

Right, so it became something that was familiar to them. 

 

Exactly. So this is what I keep stressing with my information management officer. Don't create 

new products out of this augment what you already have (Programme Officer, IGO, I-IGO-PO) 

 

While the Programme Officerôs activities represent an important possible solution to this issue, 

it also required additional data processing work that would need to be undertaken by the RICC 

(or other tool providers) or the client. In the former case, this would require access to those 

existing mechanisms, and in the latter case, it would require data analytic skills. In either case, 

it requires a significant amount of preparatory work and additional resources, which may not be 

prioritized outside of a crisis situation. 

2.5 BIG DATA ASSESSMENT 

Interview and focus group participants in the crisis informatics case study were not particularly 

invested in ñbig dataò as a descriptor for the activities in which they were engaging. However, 

their descriptions of their work did reference many of the crisis points reflected in the ñbig 

dataò definition, including especially volume, velocity and variety. Almost all of the interview 

participants indicated a preference not to use the term ñbig dataò, preferring instead to talk 

about the challenges they were addressing. For example, the RICC senior scientist argued that 

the important factor for him is whether the data ñrequires computers to be analysedò, similarly 

the Programme Manager discussed challenges related to the number of research questions 

being analysed by a particular data set, while the Director described the main challenges as 

ñfilter failureò. However, as noted above, the RICC is dealing with hundreds of thousands of 

data points, which represents a significant volume. The IHO is also working with 

approximately 100,000 data points, but for them the primary challenge is around the 

complexity of the data, particularly as much of the data is unstructured. Similarly, one of the 

end users from the focus group argued that his primary challenges were variety and velocity. 

Specifically, as already noted above, complex data coming from different systems in different 

formats needs to be analysed quickly in order to be actionable by responders on the ground. 

Finally, veracity also emerged as a data issue, which was a key innovation offered by RICC 

through the combination of human computing to verify and score the information and 

automated, machine computing to further process it and learn from these verified information 

sources. 

 

Summary 

The analysis of the data being used in the crisis informatics sector, the processing activities and 

the challenges give a broad overview of the relative maturity of the use of big data in this 

sector. This analysis reveals that crisis informatics is in the early stages of integrating big data 

into standard operations and the key improvement is that the analysis of this data improves 

situational awareness more quickly after an event has occurred. However, there are significant 
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challenges around access to proprietary data sets and the ability to integrate diverse 

information, especially image data. Second, the crisis informatics case sector, in general, is 

primarily focused on a specific type of social media and EarthObvsgraphical data for mapping 

purposes. While this is obvious given the specific case study chosen, this focus was also 

reflected in the literature review and focus groups and represented a key finding upon which 

focus group participants were asked to comment. Based on all the data sources, there has not 

yet been much progress integrating other data types ï e.g., environmental measurements, 

meteorological data, etc. Third, a key innovation in this area, not yet well reflected in other 

sectors is the use of human computing, primarily through digital volunteers, to curate the data 

by validating it and determining how trustworthy it is. However, a key message from the data 

was that while these tools represent important innovations and improvements in crisis 

informatics, big data tools should not be ñoversoldò (Programme Officer, IGO, I-IGO-PO) and 

technological tools should not replace pen and paper or gut feelings (End user, focus group). 

These cautions are particularly important given that while these uses of big data enable clear 

benefits (i.e., positive externalities) they also raise potential negative externalities, each with 

respect to economics, social and ethical issues, legal issues and politics that are analysed in 

Section 3. 

3 ANALYSIS OF SOCIETAL  EXTERNALITIES  

The primary contribution of the BYTE project is the examination of the impacts of these uses 

of big data on third-party stakeholders and society in general. As such, BYTE is examining the 

economic, social and ethical, legal and political issues that are generated by these big data 

practices. The purpose of this activity is to identify positive externalities, or impacts, that the 

big data sector should try and augment or expand, as well as negative externalities that the 

sector should try to mitigate or address. This section examines the positive and negative 

externalities in each of these categories, based on the list of externalities included in Appendix 

A (see Table 55). 

3.1 ECONOMICAL EXTERNALIT IES 

The use of big data in the crisis informatics environment is associated with a number of 

positive and negative economic externalities, where economic externalities also include the 

potential for innovation. Once of the principal areas of positive economic externalities is 

through the creation of new business models, including social considerations as well as 

economic ones. This means that the business model is not only focused on financial gain, but 

also on social gains that could be associated with the service. Additional positive impacts are 

also associated with increasing innovation through open data and source material and by 

infrastructure and technology improvements. In contrast, potential negative externalities could 

be indicated by private companies gaining additional revenue from organisations that can least 

afford to pay a premium for their services and the need for cash-strapped organisations to 

allocate scare resources to data analytics. Each of these gains is discussed in detail below, 

however Table 4 provides a summary. 

 

Many of the positive externalities resulting from the use of big data in crisis informatics 

revolve around the use of big data to provide positive impacts on the business models of 

humanitarian organisations with specific reference to providing better (E-PC-BM-2) and more 

targeted services (E-PC-BM-3) and to predict the needs (E-PC-TEC-1) of citizens affected by a 

crisis through improved situational awareness and enabling better resource allocation for 

humanitarian organisations (E-PC-BM-4). With respect to better services, the tool developed 

by the RICC provides humanitarian organisations with the ñcapacityò to ñidentify all of the 
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relevant informationò on social media to react appropriately (Director, RICC, I-RICC-D). In 

addition, the IGO client said that a key improvement was in the efficiency of the information 

gathering to enable the process of establishing ñwho, what and whereò more quickly 

(Programme Officer, IGO, I-IGO-PO) and to predict where resources will be required. 

Furthermore, individuals ñfeeding informationò to the IGO enabled them to respond 

appropriately to ñrequestsò on the ground.  

 

Table 4: Economic externalities in crisis informatics 

Code Description Relevance 

E-PC-BM-2 Better services for members of the public in that the work of 

humanitarian organisations can be more efficient, they can 

provide relief faster and they can allocate their resources where 

the need is greatest.(I-RICC-D, I-RICC-PM, I-RICC-SS, I-

IGO-PO, I-IHO-HP) 

Improved 

situational 

awareness 

E-PC-BM-3 More targeted services for citizens because the humanitarian 

organisations are reacting more quickly to information 

provided directly from the public. (I-RICC-D, I-RICC-PM, I-

IGO-PO) 

Improved 

situational 

awareness 

E-PC-TEC-1 Identifying trends and needs using the tool for predictive 

purposes (I-IHO-HU) 

Crisis preparedness 

E-PC-BM-4 Better resource efficiency  

¶ organisations with technical capacity are analysing the 

data, leaving the humanitarian orgs to focus on relief 

¶ humanitarian organisations are able to target their 

activities to areas where there is most need or target 

response to needs. 

(I-IGO-PO, Focus group participants, I-RICC-D) 

Better resource 

allocation 

E-OC-DAT-

2 

Using open data to offer new services and fostering innovation 

by making the code open source (I-RICC-PM, I-RICC-D) 

Social media 

innovation  

Open source 

computing 

E-PC-BM-4 Need for additional resources for data experts (I-IGO-PO, I-

RICC-D) 

Distraction from 

core activities 

E-OC-BM-8 Private companies benefiting from models by offering utilities 

(End-user, Focus group) 

Infrastructure needs 

 

Such targeting of services also enables humanitarian organisations to use their resources more 

efficiently. This may occur through outsourcing data analytics and focusing on their core 

activities. For example, the RICC notes that their artificial intelligence tool assists organisations 

with limited resources to use the full set of information coming in:  

 
If you think about how much time it would take one person to every week go through a few 

thousand text messageséif you have limited resources as it is, they want another option 

especially since they want the scale. And they are not going to be able to [analyse that data to 

the extent they would like]. (Director, RICC, I-RICC-D) 

 

Automated systems also allow clients to take advantage of the analysis of a diversity of data 

that ñis well beyond sort our capacity and generally our budget to handleò (Programme Officer, 

IGO, I-IGO-PO). This is especially important as the ñcore businessò of humanitarian 

organisations is not data analysis and ñitôs very hard to convince management and say, okay I 

need somebody half the time working on artificial intelligenceò (ibid., I-IGO-PO). Finally, 
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leveraging a corps of digital volunteers for the human computing component of the system also 

enables the RICC to capitalise on the ability of these volunteers to process information cheaply 

and quickly, particularly in time-sensitive situations like crisis. 

 

Another positive externality in evidence in the case study is the use of open data to provide new 

services and providing open source material to support and foster innovation in data analytics 

(E-OC-DAT-2). This is slightly different to the externality code provided in Appendix A as, in 

addition to using open data provided by private companies, it also includes the provision of 

open source code from the academic sector. The economic externalities associated with using 

Twitter data to provide new services are discussed in detail in the section above. However, 

considering material from the technical challenges section demonstrates that Twitter features so 

prominently precisely because it is open, and other social media services like Facebook are 

vastly more difficult to access. In addition, the RICC also provide open access to their source 

code through services like GitHub to enable others to contribute to the development of their 

code and to enable others to build on their innovations. However, while this remains a potential 

gain, the RICC are not yet realising that benefit:  
 

The code and the documentation is such that anybody can come in and suggest improvements in 

the code and say I have got this extra module that will do that. [ébut] we are nowhere close to 

that. [é] Maybe by the end of the year, early next year we will have something that I think all 

of us will be proud to call open source. (Director, RICC, I-RICC-D) 

 

Nevertheless, this externality (E-OC-DAT-2) is heavy with potential, particularly as the use of 

big data in crisis informatics develops further.  

 

The use of big data in this sector is also associated with potential negative economic 

externalities. Indeed, the positive effect of better resource efficiency (E-PC-BM-4) is 

challenged: data from the RICC and the IGO suggest that the popularity of big data and its 

increasing integration into crisis management activities mean that all organisations will require 

an injection of resources to meet this growing demand. This is particularly important for 

humanitarian organisations that may not have many resources to spare. In addition, given the 

infrastructural challenges associated with data storage, many data analytic providers are turning 

to large-scale corporate entities for services. According to focus group participants, this may 

result in resources provided by tax payers and philanthropists to humanitarian organisations 

ultimately being used to benefit large technology and other companies. 

 

Thus, this analysis indicates that the use of big data in crisis informatics is primarily associated 

with positive economic externalities such as improved service delivery and resource efficiency 

for cash-strapped organisations. However, it is also associated with negative externalities such 

as the need to devote resources to additional competencies outside an organisationôs core area 

of focus in order to ñkeep upò with big data and a potential that large companies with 

significant resources also benefit from these developments. Significantly, many of these 

economic externalities also implicate legal issues (data access), political issues (corporate 

subsidies) and social and ethical issues. 

3.2 SOCIAL &  ETHICAL EXTERNALITIES  

The discussion above demonstrates that the use of big data in crisis informatics is associated 

with a number of positive social and ethical externalities folded into the discussion of the 

change in business models. For example, improved humanitarian services (E-OC-ETH-1) 

demonstrate a clear social and ethical gain for society, as the Programme Manager for RICC 
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argues, ñif itôs already happening at a business level, if itôs already happening at a security or 

government level, why shouldnôt it happen at a humanitarian level?ò (I-RICC-PM). While these 

externalities will not be repeated, this analysis indicates both additional positive externalities 

and a series of potential negative externalities that are raised by the use of social media data in 

crisis informatics. In addition, in some cases, this discussion includes measures that are being 

used to mitigate these potential negative impacts.  

 

Table 5: Social and ethical externalities in crisis informatics 

Code Description Relevance 

E-OC-ETH-1 Operations that increase citizen safety and provide essential 

relief (I-RICC-PM, I-RICC-SS, I-RICC-S, I-RICC-D, I-IGO-

PO, I-IHO-HU, I-IHO-HP) 

Humanitarian relief 

E-OC-ETH-2 Development of tools and procedures to ensure ethical data 

practices (I-RICC-PM, I-RICC-SS, I-RICC-S, I-RICC-D, I-

IGO-PO, I-IHO-HU, I-IHO-HP) 

Ethical data 

processing 

E-OC-ETH-9 Private data misuse by sharing the information without 

consent or using it for purposes that social media users may 

not have foreseen (I-RICC-PM, I-IHO-HU, I-IHO-HP) 

Ethical data 

processing 

E-OC-ETH-3 Invasive use of information, especially sensitive information 

(I-RICC-PM, I-RICC-SS, I-IHO-HU, I-IHO-HP) 

Ethical data 

processing 

E-OC-ETH-13 Misinterpretation of information or incomplete data can 

result in incorrect conclusions (I-IHO-HP) 

Situational 

awareness 

E-OC-ETH-4 Potential for discrimination (Focus group) Equality 

 

One of the potential positive externalities related to social and ethical issues is an increased 

awareness around the need for socially responsible and ethical data practices, and the 

development of tools to ensure ethical data practices (E-OC-ETH-2). RICC are working with 

other organisations, such as the ICRC, UN OCHA and well-respected universities to develop 

tools and procedures to promote and ensure ethical data practices. The Programme Manager for 

the RICC is heavily involved in this work:  

 
I worked on a project called the ethics of data conference where we brought in one hundred 

people from different areas of knowledge to talk about data ethics. And to infuse our projects 

and understand and build road maps. There is something called responsible data forum which is 

working on templates in projects, to be able to help people incorporate those kind of personal 

data. My colleague has been working on something called ethical data checklists as part of the 

code of conducts for the communities that he has cofounded. So these code of conducts I have 

written one for humanitarian open street map about how we manage data. (I-RICC-PM) 

 

This collaborative work has resulted in a number of tools and procedural standards to ensure 

ethical data practice. Specifically, RICC subject every project to a risk assessment that includes 

a consideration of what will and will not be done with the data, what data will be stored, what 

data will be published. They also abide by the following rules: ñwe donôt retain personal 

information, we donôt share personal informationò (Programme Manager, RICC, I-RICC-PM). 

They also edit the data so that different stakeholders get access to a different degree of detail. 

For example, for the maps provided to the media ñyou can only see only the colour and the map 

we provide to the [client has] a table with all these fields with the text, the actual text of the 

tweetò (Senior scientist, RICC, I-RICC-SS). In addition, they also screen the digital volunteers 

to ensure that there is nothing in their profile that would make the human element of the 

computing vulnerable to unethical practice. This includes asking them: 
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[T]o provide links to a certain number of profiles, which could then be reviewed. So your 

Twitter account, your Facebook account, your LinkedIn, so essentially how you answer certain 

kinds of questions. Sort of where are you from? What is your nationality?  Some basic kind of 

questions, your thoughts on the crisis and so on. And then, you know, LinkedIn, Twitter or 

Facebook or something, individuals from the tasking teams could go and review these people 

publicly and see okay what kind of things are they saying on Twitter? [é] and then those 

people [é] would be monitored.  (Director, RICC, I-RICC-D) 

 

This process ensures that the RICC is able to identify and rectify any potential conflicts of 

interest in the data analytics. Finally, the RICC also have an assessment tool to control the 

organisations and circumstances in which they deploy the artificial intelligence tool. This 

includes the following:  

 
the humanitarians have to show a very clear compelling need for this data and have to articulate 

very clearly how they are going to use this data and how itôs going to make a difference. That is 

part of the application criteria, so in a way we rely on that demand-driven model. If they pass 

the test, if they pass our criteria then we are assuming that they are not lying through their teeth 

and are desperate for this data and it is actually for them. (Director, RICC, I-RICC-D) 

 

This process is necessary to prevent the tool being used by unauthorised organisations for non-

humanitarian purposes, e.g., for brand monitoring, etc. These ethical processes are particularly 

designed to prevent unethical data practices, such as those potential negative externalities 

discussed below. 

 

The RICC interview participants, their clients and the focus group participants all recognised 

that the use of social media data to augment humanitarian relief services raised a number of 

potential negative externalities. These included the misuse of information (E-OC-ETH-9), 

misuse of sensitive information (E-OC-ETH-3), the potential misinterpretation of data and 

potential for discrimination (E-OC-ETH-4). With respect to data misuse, this was related to 

public authorities, the media or other organisations potentially misusing the information. Thus, 

this misuse may be linked to the private sector, but this was not always the case. Specifically, 

posting some information on the Internet can make individuals vulnerable. For example image 

data in political crises may require filtering and protection because:  
 

[Y]ou are not sure if the people being arrested actually want everybody, their family, their 

employers and everyone to know that they were at the demonstration and they were arrested. 

Especially, for example, this means that they may lose their job if their employer discovers that 

they were at the demonstration or, [é] somebody being arrested and appears the next day, 

raises a lot of suspicion. (Head of Project, IHO, I-IHO-HP)  

 

The IHO further warns that the posting of information on social media has significant 

consequences for those who appear in visual images, but who may not have provided informed 

consent for their image to be distributed. In addition, mapping activities also have to take into 

account the potential sensitivity of the places and data being mapped. The IHO also notes that 

in crisis or conflict situations you may have shelters for women or unaccompanied minors. You 

want to publicise this information for people who are in need, but you do not want to introduce 

additional vulnerabilities for these groups. As the RICC notes, this is strongly linked with 

issues around informed consent, as people who Tweet about these disasters may not expect 

their information to end up in the newspaper or other media (Senior scientist, RICC, I-RICC-

SS). 
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There are also potential issues around the misinterpretation of data and the potential 

consequences of that (E-OC-ETH-13). Specifically, using the data without the contextual 

information that was used to collect the data can result in a ñdata gapò where the data becomes 

divorced from the context in which it was created.6 The IHO notes ñbecause you have the data 

you tend to forget how it was constructed and you tend to have results on things that donôt 

mean anythingò (I-IHO-HP). The IHO provides a specific example of this: 

 
In this case we had data on attacks on medical personnel and we had an indication also on the 

fact the healthcare person, whether it was a man or a woman. It has some relevance for us of 

course. But you cannot do it have an analysis if gender plays a role or not because we donôt 

have the baseline country by country [information] to know what are the proportion of the male 

or female nurses, male or female doctors in [each] different area. And to know if there is a 

discrepancy between that baseline and the victims of an incident. [é]There is a risk that if you 

then for example pass the set of data to someone else and someone else ask you to make an 

analyse of the data without really understanding the construct of the data the limitation the bias 

that might be there. (Head of Project, IHO, I-IHO-HP) 
 

This demonstrates that there is a clear need with respect to any secondary use of data to 

interrogate the use of data and ensure that any residual misinterpretations, biases and 

misrepresentations are sufficiently examined and identified to prevent the sharing of 

misinformation and the erroneous allocation of resources. 

 

The final potential negative impact, potential for discrimination, was not raised in the 

interviews, but was heavily discussed in the focus groups. This may be related to the fact that 

the RICC team was very transparent about the gaps in the data that they provide. However, 

focus group participants were looking at crisis informatics more broadly and they were 

concerned about issues related to discrimination. First, with respect to data sharing on an 

institutional and national level, a participant from an international data centre noted that it was 

difficult to integrate countries with fewer digital skills and less developed infrastructure. This 

has a clear knock-on effect in crisis informatics, if the data for specific locations is less 

detailed, mature and available. Second, with respect to social media in particular, focus group 

participants expressed concern that the digital divide could result in already vulnerable 

populations becoming more vulnerable. Specifically, communication with individuals on the 

ground would necessarily favour those with better access to digital devices, skills to use them 

and often English language ability. Thus, communication cannot be equally distributed among 

the population, either in terms of data collection or information distribution. There was also 

concern about irresponsible governments using the data to conduct surveillance on the 

population and identify those who were engaging in protest, unauthorised information sharing 

and other activities.  

3.3 LEGAL EXTERNALITIES  

Many of the legal issues discussed by interview and focus group respondents related to issues 

already discussed in previous sections, specifically privacy and data protection infringements as 

well as data ownership and access to proprietary data. It is clear from this analysis that both 

issues are represent both positive and negative impacts as the crisis informatics case study. For 

example, privacy and data protection infringements are possible, but different organisations are 

using established standards and protocols to introduce protective measures. In addition, while 

                                                 
6 Royal Society, Science as an open enterprise, London, June 2012. 

https://royalsociety.org/~/media/royal_society_content/policy/projects/sape/2012-06-20-saoe.pdf  

https://royalsociety.org/~/media/royal_society_content/policy/projects/sape/2012-06-20-saoe.pdf
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organisations have difficulty accessing proprietary data, this indicates that protections in this 

area are being respected. We report in Table 6 additional externalities corresponding to the 

legal category. 

 

Table 6: Legal externalities in crisis informatics 

Code Description Relevance 

E-PC-LEG-

4 

Privacy and data protection threats specifically related to 

legislation  (I-RICC-D, I-RICC-SS, I-RICC-PM) 

Protection 

measures are in 

place, but their 

adequacy has yet to 

be tested 

E-PC-LEG-

5 

Data ownership and proprietary data sets (I-RICC-D, I-IGO-PO) Protection 

measures are 

functioning, but 

preventing access 

to additional data 

 

As indicated in the social and ethical issues section, privacy and data protection infringements 

can result in significant effects on individuals and organisations. However, that section also 

noted that experts and practitioners were devising measures and protocols to mitigate this 

threat. Organisations are legally required to meet privacy and data protection laws in the 

countries in which they are operating, but in global data flows such as that represented by the 

work undertaken by the RICC, it is difficult to know which jurisdictions are relevant. In order 

to combat this difficulty, the RICC instils protection measures that are broadly applicable to a 

number of different major jurisdictions and which represent agreed good practice as developed 

by other major organisations in institutions. For example, as already noted, the RICC follow the 

International Committee of the Red Crossôs (ICRC) data protection protocols, which include 

removing Twitter handles, personal identifying information and original tweets in the public 

version of the maps (Director, RICC, I-RICC-D). Instead, all that is visible in the final, public 

version are the categories. According to the RICC Director, this was in response to issues round 

informed consent. However, the RICC also stress that they are a ñresearch instituteò and that it 

is the responsibility of their clients to decide on the data protection measures and that it would 

be inappropriate for the RICC to ñwrite the standards of data protectionò (Senior scientist, 

RICC, I-RICC-SS). Nevertheless, they do alert clients to these guidelines and recommend that 

they are respected. According to focus group participants, this sort of practice is essential to 

win public trust that the processes being undertaken are legally compliant.  

 

With respect to access to proprietary data the use of Twitter and the lack of integration of data 

from other media sources represents both a positive and negative externality. First, the RICC 

situation demonstrates that it is possible to use existing legislation to effectively access and 

analyse social media data. Combined with the lack of integration of other sources, this 

demonstrates that existing intellectual property mechanisms are working effectively:  

 
The challenge we face and why we often donôt end up pulling much yet from groups like 

Facebook and Instagram is that we very much respect their terms of use or use of service or 

whatever they call it. Where it is actually very hard for us to I donôt know if legally is the right 

word, but legally access their content and turn around and use that. So we have had some early 

discussions with them about trying to figure out how to, at least their public feeds to be able to 

use any of that kind of content. So at the moment we simply donôt pull from them because we 
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are not allowed to. And so we are not going to try and cross that border or that barrier until they 

give us approval. (Programme Officer, IGO, I-IGO-PO) 

 

However, outside of social media particularly, focus group participants also noted that it was 

difficult to access information outside of crisis situations. While data access is almost 

universally granted during crises, the lack of availability outside of crises makes it difficult to 

put appropriate mechanisms in place to effectively analyse that data when it is available.  

 

However, it was clear across all of the data gathered that big data analytics in crisis informatics 

would benefit from clear (and possibly new) legal frameworks in order to address externalities 

such as privacy, data ownership and also enhance and formalize how to share data among 

countries. While the need to clarify or develop new legal frameworks and protocols was 

classified as a negative externality, concurrently the discussion of these frameworks and current 

attempts to bridge them also simultaneously represents a positive development.  

 

3.4 POLITICAL EXTERNALITI ES 

Finally, the international character of crisis informatics, including crisis response, humanitarian 

aid and development, often necessitates a cross-national flow of data, particularly when 

international humanitarian organizations are involved. However, politics in this area, and 

political externalities extend beyond international politics and also include political economics 

as they relate to tensions between for-profit organizations and humanitarian organizations. 

These are primarily negative externalities as they introduce vulnerabilities and they prevent 

effective collaboration between the private sector and the public or humanitarian sectors ï they 

are included in Table 7. 
 

Table 7: Political externalities in big data in crisis informatics 

Code Description Relevance 

E-OC-BM-8 Difficulty of potential reliance on US based infrastructure 

services (I-RICC-D) 

 

Tensions between private companies and public sector or 

humanitarian organisations (I-IGO-PO, I-RICC-SS) 

Control over data 

use and service 

provision 

 

Partnerships between large private companies and other organisations can be a positive 

externality in that it provides a cost-effective solution to infrastructure and technology issues. 

For example, the RICC is looking to solve their data storage problem by taking advantage of 

cloud storage solutions offered by Google and Amazon (Director, RICC, I-RICC-D). Similarly, 

such partnership can provide technological capabilities during crises that benefit the 

humanitarian sector in general ï Google person finder is an example of this.  

 

However, such partnerships also introduce potential negative externalities. Specifically, BYTE 

D2.1 has already indicated that the hosting of data on US soil or by US services means that the 

data becomes subject to US law, which introduces a vulnerability for people whose records are 

contained within those data sets.7 Second, humanitarian organisations report being placed in a 

                                                 
7 Donovan, Anna, Rachel Finn and Kush Wadhwa, Sertac Oruc, Claudia Werker and Scott W. Cunningham, 

Guillermo vega Gorgojo, Ahmet Soylu, Dumitru Roman and Rajendra Akerkar, Jose Maria Garcia, Hans 

Lammertant, Antonella Galetta and Paul De Hert, Stephane Grumbach, Aurelien Faravelon and Alejandro 

Ramirez, Report on legal, economic, social, ethical and political issues, BYTE Deliverable 2.1, 30 September 
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vulnerable position vis-à-vis private companies who promise ñamazing solutionsò or provide 

ñtheir own huge amount of data and response to crisisò but who become unpredictable outside 

of the crisis situation (Programme Manager, IGO, I-IGO-PO). Furthermore, these organisations 

use their crisis activities to promote their own brand and socially responsible behaviour rather 

than truly engaging with the humanitarian organisations. Yet at the same time, such 

unpredictability can offer an opportunity for organisations such as the RICC. An RICC Senior 

scientist explains:  

 
Humanitarian organisations and others are very worried about creating technology dependence 

one particular vendor, so they find that our platforms are open source make them more 

comfortable with adopting our process and our technology because they know that we donôt 

hold a leverage over their activity (I-RICC-SS).  

 

Thus, the open source nature of the RICC project and tools make them more trustworthy in the 

eyes of humanitarian organisations who are more likely to adopt their solutions.  

 

Summary 

This analysis of potential positive and negative externalities has demonstrated that much like 

the general externalities examined in D2.1, the externalities associated with crisis informatics 

are overlapping and interconnected. Many of the economic innovations associated with positive 

changes in business models are also linked with positive social and ethical issues, including 

improved services for people who are vulnerable in a crisis or better resource allocation to 

enable responders to stretch their resources further. In addition, many of the potential negative 

societal externalities are associated with privacy, discrimination and the protection of personal 

data, which also implicate relevant legal frameworks. This has important implications for the 

development of recommendations to meet these challenges across the big data ecosystem. 

4 CONCLUSION 

The analysis of the use of big data in crisis management has indicated a number of key 

findings. First, big data practitioners in crisis informatics are relatively unconcerned about the 

ñbig dataò label, and prefer to talk about data challenges, which are augmented by the size of 

the data being analysed. However, this preference may be related to the fact that crisis 

informatics is heavily concerned with social media data, which is certainly high-volume and 

high-velocity, but which does not integrate multiple data types. Perhaps as the sector matures 

with respect to integrating multiple data sources, including especially image data which is a 

high priority for the case study, the different aspects of ñbigò data may bring these issues to the 

forefront.  

 

Second, the use of big data in crisis management raises positive societal externalities related to 

economic issues and social and ethical issues. These include especially, the better provision of 

humanitarian relief services, the provision of better, more targeted and more timely social 

services and better resource efficiency in providing these services. A significant facet of this is 

the collection of reliable information, on the ground, much more quickly to aid the situational 

awareness of the humanitarian organizations. The use of big data in crisis informatics also 

represents significant innovation potential due to the commitment to open data and open source 

computing, which will likely foster added innovations beyond the work of the RICC. In 

                                                                                                                                                           
2014. http://byte-project.eu/wp-content/uploads/2014/10/BYTE-D2.1_Final_Compressed.pdf  

http://byte-project.eu/wp-content/uploads/2014/10/BYTE-D2.1_Final_Compressed.pdf
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addition, while the use of social media certainly raises significant issues with respect to 

privacy, data protection and human rights, these issues are central to the way that data is being 

handled within the RICC and other organizations, and the case study makes clear that experts in 

this area are committed to ensuring ethical data practices within crisis informatics.  

 

Nevertheless, some negative societal externalities remain, which must be addressed in order to 

ensure the societal acceptability of these practices. First, with respect to economic issues, the 

integration of big data, or data analytics, within the humanitarian, development and crisis fields 

has the potential to distract these organizations from their core focus and may represent a drain 

on scarce resources. In addition, there is a tension between private companies with extensive 

data analytics capabilities and humanitarian and other relief organisations. Humanitarian 

organisations are increasingly frustrated with private companies arriving during crises and 

leaving once the crisis has finished, without sharing or further developing the technological 

tools and capabilities that they introduced. Furthermore, they are also concerned about being 

dependent upon them for infrastructure, technological capabilities or other resources, as these 

organisations have proven to be unreliable partners. Finally, there are also significant, 

remaining privacy, legal and ethical issues around the use of data generated and shared by 

people through social media. While this sector has taken significant steps in this area, much 

work remains to be done in relation to the unintentional sharing of sensitive information, the 

protection of vulnerable individuals and the potential for discrimination that could result from 

this data processing. 
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CULTURE  CASE STUDY REPORT 

SUMMARY OF THE CASE STUDY 

The utilisation of big cultural data is very much in its infancy. Generally, this is because data 

driven initiatives are focussed on cultural data to the extent that there is open access to digitised 

copies of cultural heritage works, rather than a broader focus that incorporates usage of 

associated cultural data such as transaction data and sentiment data.  

 

The BYTE case study on big data in culture examines a pan-European cultural heritage 

organisation, pseudonymised as PECHO. PECHO acts as the aggregator of metadata and some 

content data of European cultural heritage organisations. The big cultural data case study 

provides a sector specific example of a data driven initiative that produces positive and 

negative impacts for society, as well as underlining a number of prominent challenges faced by 

such initiatives. Some of these challenges include potential and perceived threats to intellectual 

property rights and the establishment of licensing schemes to support open data for the creation 

of social and cultural value.  

 

Although there is some debate as to whether cultural data is in fact big data, this discussion 

evolves as the volume, velocity and variety of data being examined shifts. PECHO, for 

example, utilises data that appears to conform to what is accepted as big data, especially when 

the data refers to metadata, text, image data, audio data and other types of content data that, 

once aggregated, require big data technologies and information practices for processing. 

 

The case study also focuses on the variety of stakeholders involved and the roles they play in 

driving impacts of big cultural data. The execution of such roles, in turn, produces a number of 

positive and negative societal externalities. 

1 OVERVIEW  

The BYTE project case study for big data in culture is focused primarily on big cultural 

metadata. In the context of BYTE, big cultural data refers to public and private collections of 

digitised works and their associated metadata. However, a broader view of big cultural data 

would also extend to include data that is generated by applying big data applications to the 

cultural sector to generate transaction and sentiment data for commercial use. Thus, big cultural 

data includes, but is not limited to: cultural works, including digital images, sound recordings, 

texts, manuscripts, artefacts etc; metadata (including linked metadata) describing the works and 

their location; and user behaviour and sentiment data. Currently, utilisation of big cultural data 

is focussed on the digitisation of works and their associated metadata, and providing open 

digital access to these data. However, a focus on cultural data to include commercial revenue 

generating data, such as transaction data, is likely to develop both in the public and private 

sectors.  

 

PECHO primarily deals with open linked metadata to make cultural data open and accessible to 

all Internet users. In turn, this initiative adds cultural and social value to the digital economy 

through virtual access to millions of items from a range of Europe's leading galleries, libraries, 

archives and museums. The relationship between metadata and content data at PECHO is 

described as, ñSo in [PECHO] you find metadata and based on what you find in the metadata, 
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you get to the content.ò8 This case study also illuminates the social and cultural value of 

metadata, which is often overlooked, as it is not value that can be assessed in the traditional 

economic sense. PECHO facilitates access to Europeôs largest body of cultural works. It does 

so in accordance with the European Commissionôs commitment to digitising cultural works and 

supporting open access to these works in the interest of preserving works of European cultures.   
 

The relationship between PECHO and national and local cultural heritage museums is as 

follows: 

[PECHO] works as the EU funded aggregator across all cultural heritage, across libraries, 

archives museums. They only focus on stuff that has been digitised. So [é] they donôt work with 

bibliographic information at all, [é] Anyway about 3 / 4 years ago [é] they looked at various 

issues around digitalisation in Europe. And one of the conclusions that they came up with was 

that, all metadata should be completely open and as free as possible. [PECHO] took this 

recommendation and they came up with their [PECHO] licensing framework which asked all 

their contributors in the cultural heritage sector to supply their metadata cc zero.9 This relates to 

both catalogue data and digital images and other content.10  

Given the number of institutions involved and the variety of data utilised, this case study 

presents a number of opportunities to assess the practical reality cultural data utilisation by a 

public sector organisation. This includes gaining an insight into the technological developments 

in infrastructure and tools to support the initiative, as well as the technical challenges presented 

by it. It also provides insight into the issues such as funding restrictions, as well as the positive 

social externalities produced by committing to providing European citizens with open linked 

cultural metadata. PECHO also provides a solid example of the legal externalities related to 

licensing frameworks and the call for copyright law reform. Lastly, PECHO provides an 

interesting insight into political play between national and international institutions and their 

perceived loss of control over their data. 

 

1.1 STAKEHOLDERS , INTERVIEWEES , FOCUS GROUP PARTICIPANS AND OTHER 

INFORMATION SOURCES  

There are a number of stakeholders involved in PECHO, including local, regional and national 

cultural heritage organisations and their employees, data scientists, developers, legal and policy 

professionals, funding bodies and citizens. This is not an exhaustive list of big cultural data 

stakeholders per se and as big cultural data use and reuse is increasingly practised, the list of 

prospective stakeholders will expand. This is particularly relevant for the use of cultural data 

for tourism purposes, for example, which will involve more collaborative approaches between 

public sector and private sector stakeholders. PECHO-specific stakeholders were identified 

during the case study and include the organizations in Table 8. 

 

 

 

 

 

                                                 
8 I2, Interview Transcript, 5 December 2014. 
9 Interviewee 1, Interview transcript, 27 November 2015. 
10 I2, Interview Transcript, 5 December 2015. 
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Table 8 Organizations involved in the culture case study 

Organization Industry 

sector 

Technology 

adoption stage 

Position on data value 

chain 

Impact of IT in 

industry 

National 

cultural 

heritage 

institutions, 

including 

libraries, 

museums, 

galleries, etc. 

Cultural Late majority to 

Laggards  

Acquisition, curation, 

storage,  

 

Factory role 

 

National data 

aggregator 

Cultural Late majority Acquisition, curation, 

usage 

Support role, 

factory role, 

strategic role 

Pan ï

European 

cultural 

heritage data 

Cultural Early majority Acquisition, analysis, 

curation, storage, usage 

 

Support role, 

factory role, 

turnaround role, 

strategic role 

Policy makers 

and legal 

professionals 

Government 
Late majority 

Usage Strategic role 

Citizens Citizens Early adopters, 

Early majority, 

Late majority and 

Laggards 

Usage Support, factory, 

and turnaround 

roles 

Educational 

institutions 

Public sector Early majority Acquisition, curation, 

usage 

Support role 

Open data 

advocates 

Society 

organisation 

Early adopters Usage Support and 

turnaround roles 

 

Interviews for the PECHO case study were the main source of information for this report. 

These interviews were supplemented by discussions held at the BYTE Focus Group on Big 

Data in Culture, held in Munich in March 2015. The interviewees and focus group participants 

referenced for this report are detailed in Table 9. Desktop research into big data utilisation in 

the cultural sector has also been undertaken for the BYTE project generally and more 

specifically for the purpose of providing a sectorial definition of big cultural data for Work 

Package 1.  

 

Table 9 Interviewees of the culture case study 

Code Organization Designation Knowledge Position Interest Date 

I1 National 

library 

Project 

officer 

Very high 

 

Supporter 

 

High 

 

27 November 

2014 

I2 Pan-European 

digital cultural 

heritage 

organisation 

Senior 

operations 

manager 

Very high  Supporter  Very high 5 December 2014 

I3 National 

Documentatio

n Centre, EU 

Member State 

Cultural data 

aggregation 

officer 

Very high Supporter Very high 9 January 2015 

I4 International Officer Very high Supporter Very high 19 January 2015 
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open data 

advocate 

foundation 

/ 

opponent  

I5 Pan-European 

digital cultural 

heritage 

organisation 

R&D officer 

ïtechnology 

and 

infrastructure 

Very high Supporter Very high 19 January 2015 

I6 Pan-European 

digital cultural 

heritage 

organisation 

Senior R&D 

and 

programmes 

officer 

Very high Supporter Very high 30 January 2015 

I7 Pan-European 

digital cultural 

heritage 

organisation 

Senior legal 

and policy 

advisor 

Very high Supporter Very high 20 March 2015 

FG8 Academia Information 

processing 

and internet 

informatics 

scientist 

Very high Supporter Very high 23 March 2015 

FG9 Institute of 

technology 

Academic Very high Supporter Very high 23 March 2015 

FG10 National 

library 

Data 

aggregation 

officer 

Very high Supporter Very high 23 March 2015 

FG11 University Digital 

director  

Very high Supporter Very high 23 March 2015 

FG12 National 

Policy Office 

Senior policy 

officer  

Very high Supporter Very high 23 March 2015 

FG13 Private sector 

cultural data 

consultancy 

Partner  Supporter Very high 23 March 2015 

 

1.2 ILLUSTRATIVE USER STO RIES 

Pan-European digital cultural heritage organisation - PECHO 

PECHO is, in essence, an aggregator of aggregators with around 70 aggregators currently 

working with them. These collaborations support the general running of PECHO as an 

initiative, as well as working together on specific data projects.  PECHO is an aggregator ñthat 

works together with institutions to process their data in the best and meaningful way, either 

from the domain perspective or [é] working for them to process data.ò11 Additional project 

work is undertaken by PECHO in the utilisation of cultural metadata and is equally important 

because ñthese projects can also solve issues in many areas, be it working on new tools or 

finding ways to deal with Intellectual Property Rights holder issues, or making connections 

with creative industries to start making data fit for a specific purpose, all these things can 

happen in these projects.ò12 

 

 

 

                                                 
11 I2, Interview Transcript, 5 December 2014. 
12 I2, Interview Transcript, 5 December 2014. 
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Policy and legal advisor ï cultural data sector 

The main focus of the policy and legal department at PECHO is to support the openness of 

metadata through the drafting and implementation of appropriate policies and licensing 

frameworks. PECHO is currently publishing up to approximately 40 million objects and it is 

essential to ensure that these items are appropriately labelled for licensing purposes. This 

because the PECHO model is, 

 
built on the fact that metadata should be open, it should be available under creative commons 

public domain dedication. And all of the content that is shared should be labelled with a 

statement that indicates how it can be accessed and what its copyright status is. And so those 

fundamental principles when change but maybe how we implement it will responds according 

to need.13  

 

To that end, PECHO recently introduced a works directive to make sure data providers 

understand how to properly label cultural works, subject to any legal requirements.  

 

R&D ï Technology and infrastructure 

The PECHO data model must facilitate the exchange of data resources. Data models for 

PECHO were created by looking at various models, the information that was available, and 

what data needed to be exchanged. This development process is described:  

we made some proposals and we started to implement the models for exchanging some 

vocabularies and also build some application that will show the benefits of exchanging that 

data. And what has happened in PECHO and communities some sort of drive, some sort of push 

to have this sort of technology deployed widely. And to have everyone who have these and 

publish them a bit more openly and easier to exploit from a technical perspective.14  

The technical platform implemented to achieve this openness involves a number of players: 

So a part of the PECHO network is made of experts in technical matters, so either in the cultural 

institutions or in universities [é] and our role is to facilitate their activities so part of it is 

indeed about while making sure the R and D network is more visible than what it used to be. 

And to promote well their activities and make their life easier.15 

Research & Development personnel are tasked with pushing the development of this 

technology and developing the accompanying best practices so that more of the domain is made 

available to encourage data re-use. 

2 DATA SOURCES, USES, FLOWS AND CHALLENGES  

The BYTE case study focuses on the publicly funded cultural data initiative and such, the 

discussion below relates the data sources, use and flows in that context. 

2.1 DATA SOURCES 

PECHO deals primarily with big cultural metadata (including open linked metadata) pertaining 

to cultural works (digital images, sound recordings, texts and manuscripts etc.) from a large 

majority of Europeôs cultural heritage organisations. This includes metadata relating to the 

following works: digital images, sound recordings, texts, manuscripts, artefacts etc. This 

metadata is provided by a multitude of national and local cultural heritage organisations, 

                                                 
13 I7, Interview Transcript, 20 March 2015. 
14 I5, Interview Transcript, 19 January 2015. 
15 I5, Interview Transcript, 19 January 2015. 
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usually via a national aggregator that deals directly with PECHO. However, museums, archives 

and libraries are the main data sources.16 PECHO deals with up to 70 aggregators that provide 

varying amounts of data subject to the volume of catalogue data held by the data partner 

cultural heritage organisations. One representative of PECHO estimated the volume of data 

held:  

 
So at the moment we have in our database, [é] 190 million metadata records, but they are not 

all open for various different reasons. And that includes [é] 165 million bolographic records 

[é] and we have 25 million records, which actually point to items that have been digitised.17  

 

PECHO however does not store the data and nor do they wish to do so because ñthey are so 

diverse and they have lots of different peculiarities or properties that we only store the 

references to them. So itôs a very high-tiered organisation [é]ò18 PECHO provides access to up 

to 40 million items of open data, which has built up over 6 years. The figure is higher when the 

metadata that does not accord with the CC019 licensing requirement is added, together with the 

content data that PECHO links to. The volume of data continues to increase, although, 

we are not particularly calling for new content to be delivered [é] you can say it just happens. 

Yes mainly itôs that [é] people come and give us data, and thatôs our regular partners and 

growing partners. That is always growing. So we donôt go out and necessarily make open calls 

for more content etc.20  

Some of the metadata are created and provided by experts. For example, librarians of national 

libraries provide lists of metadata relating to a particular subject matter. This constitutes a wide 

and rich body of knowledge.21 However, PECHO does not accept any metadata from its data 

partners that is not provided under a CC0 licence and all data partners are required to sign a 

data agreement to that effect.22  This is a fundamental requirement of the PECHO Data Model 

(PDM), which was developed in-house as a means of dealing with open linked metadata, 

especially as these data are often provided in a number of formats and languages. The PDM 

centres on the concept of open access and it has significantly contributed to the open data 

movement in Europe.23 The PDM is specifically designed to aid interoperability of data sets 

during the data acquisition phase. Integrating data into the PDM is an interactive process: 

 
So cultural institutions need to connect to what we call aggregate to switch our national or 

domain associations or organisations that collect data in their domain of their perspective 

countries. And they connect it according to the data model that we have set and we have 

provided that is called PDM, the PECHO Data Model, and this aggregation structure is like a 

tiered structure in which the cultural heritage organisation of which there are about 60,000 in 

Europe only alone, are being collected through about 50 or more aggregators [é] that aggregate 

these data to us and we deal with them. The data itself in only the metadata so there are 

references to objects that are stored locally at the cultural heritage institutions.24  

 

                                                 
16 I5, ñBig Data in Cultureò, BYTE Focus Group, Munich, 23 March 2015. 
17 I1, Interview Transcript, 27 November 2014. 
18 I6, Interview transcript, 30 January 2015. 
19 CC0 License is a form of public license that releases works into the public domain with as few restrictions on 

use as possible. 
20 I2, Interview Transcript, 5 December 2015. 
21 I5, Interview Transcript, 19 January 2015. 
22 I2, Interview Transcript, 5 December 2014. 
23 I1, Interview transcript, 27 November 2014. 
24 I6, Interview Transcript, 30 January 2015. 
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The PDM also facilitates the richness of the data used by PECHO. The PDM: 

 
was developed over some time, and is not going to be implemented, and meanwhile  a number 

of data projects and aggregators are also working with PDM and giving us a data PDM which 

allows them to make them more richer, which allows them to also incorporate vocabularies, so 

itôs a much richer and muchéit is yeséallows for more powerful than our previous scheme 

model that we used.25 

 

Looking to the future, there may be additional sources of data, although these are not yet 

institutionalised in the PDM. For example, transaction data and public sentiment data can be 

utilised in the future, not just by PECHO, but by other organisations as well that wish to 

capture the benefits associated with that type of data in the cultural sector.26 

2.2 DATA USES 

The primary use of the metadata is to provide citizens, educational institutions and other 

cultural heritage institutions with efficient access to cultural heritage works and their related 

information. This is the primary use of big cultural data in the context of PECHO. Thus, the 

value of this data utilisation lies simply in making cultural and historical works available for 

use and re-use. PECHO facilitates this through the implementation of technological 

infrastructure and software specifically designed for the provision of open cultural metadata for 

the efficient location of content data.  

 

Furthermore, the facilitation of open cultural metadata has lead to a number of subsequent uses 

of the metadata and content data. This bolsters the value of metadata, which is observed:  

 
metadata for us are still important they are a product and if we donôt consider them as being a 

product then it becomes very difficult to raise a bar and also to make that content that are 

underlining this data properly accessible.27 

 

Metadata and content data use and reuse are the primary focuses of the PECHO initiative. For 

anyone in Europe and abroad who wants to connect to cultural heritage data digitally, that use 

is facilitated by the PECHO centralised data model or centralised surface (the PDM). PECHO 

supports re-use of data by connecting data partners with creative industries, for example. This 

means that current and prospective stakeholders within these industries are aware of access to 

the catalogues, which in turn, can lead to works being re-purposed in a contemporary and 

relevant way. This re-use is supported by PECHOôs commitment to open data ñbecause we 

make the stuff openly available we also hope that anyone can take it and come with whatever 

application they want to make.ò28 This is significant as the discourse on cultural data at present 

is about reuse, now that the practise of digitising cultural works is maturing. This means that 

ñPECHO is thus experimenting if you like with how there can be a different infrastructure 

where they can hold extra content and whether value is created both for the providers and the 

aggregators and the intermediaries.ò29  Furthermore, in the creative sense, PECHO provides a 

number of data use opportunities, including the following example: 

 

                                                 
25 I2, Interview Transcript, 5 December 2015. 
26 See Deliverable 1.3 ñSectorial Definitions of Big Dataò, Big Cultural Data, 31 March 2015. 
27 I2, Interview Transcript, 5 December 2014. 
28 I5, interview Transcript, 19 January 2015. 
29 I3, Interview Transcript, 9 January 2015. 
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we have PECHO sounds which is currently in its nascent stages, which is looking at more non-

commercial sound recordings like folklore and wildlife noises and what have you. Weôre just 

about to launch a portal called PECHO research, which is specifically aimed at opening up and 

raising awareness of the use of data in the academic community. And we also have our PECHO 

labs website which if you are on our pro website which is the pink colour one, in the right hand 

corner I believe.30 

 

Instructions for how users can reuse data are generally provided alongside the data, although 

typically, the data will be under CC0 license.31 Aside from this use and re-use, the data are 

otherwise technically used in a manner that involves day-to-day data processing, including 

harvesting and ingesting.32 

 

2.3 DATA FLOWS  

There are a number of steps involved in making cultural metadata and content data available 

through the PECHO web portal.  

 

First, data originates from cultural heritage organisations all over Europe, as discussed above 

under óData sourcesô. For example, a national library in Europe aggregates catalogue data for 

PECHO and provides it in the format prescribed by the PDM.  

 

More generally, the data flows from the original source as it is described in the following 

example: 

we take metadata from a museum. They give us the metadata solely and in the metadata as part 

of the metadata they give us a URL to where their digital object is restored [é] On their 

website, on their servers so that it can be publically accessible by PECHO. Now we donôt store 

that object for that museum we just republished via the URL. So we only deal with metadata 

you are quite right. However our goal is to share data so metadata and content. And it is really 

important that if users find the metadata the museum provides and because they can see the 

images that are retrieved via image URL they need to be able to know how to use those 

images.33 

Thus, all data are either channelled to PECHO via a national data aggregator or directly from 

the smaller institution. A team at PECHO acts as the interface with the partners across Europe 

that provide data to PECHO. They process these data internally until they get published in the 

PECHO portal. The data may then also become accessible via the API and other channels.34  

 

The data flows are facilitated by the PDM referred to above. This process is described in more 

detail by a representative of PECHO who states that the PDM is a: 

 
one of a kind model which allows the linking and enrichment of the data so you could very 

much generalise data [é] if you adhere to the PECHO Data Model you could link it to what 

multilingual databases. So for instance look for an object in a German language you would 

automatically find results that are described in English or any other European language. So it is 

                                                 
30 I7, Interview Transcript, 20 March 2015. 
31 I7, Interview Transcript, 20 March 2015. 
32 I2, Interview Transcript, 5 December 2014. 
33 I7, Interview Transcript, 20 March 2015. 
34 I2, Interview Transcript, 5 December 2014. 
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a lot aligned to the thesaurus model or the models that have been in place for years now. So that 

is the main feature I think of the PECHO Data model.35 

 

In terms of data processing, the open data is given priority over data with a restricted license. 

Overall, the flow of cultural metadata at PECHO is ever evolving and is modified and 

developed to meet technical challenges as they arise. The main technical challenges are 

addressed below. 

 

2.4 MAIN TECHNICAL CHALLE NGES 

The primary technological and infrastructural challenges that arise in relation to achieving the 

PECHO objective of providing open linked cultural metadata generally relate to the 

organisation, standardisation and alignment of the disparate data coming from a large number 

of varied institutions that use differing formats and languages. The primary solution offered by 

PECHO to their data partners is assisting them with their adherence to the requirements of the 

PDM.  

 

Central to making cultural data accessible to a wide audience, the technical challenge presented 

by the diversity of European languages must be overcome. This is a primary issue because, ñthe 

difficulties we have at European libraries, of course, is that we across Europe are 

multilingual.ò36 This challenge has been dealt with by incorporating methods of translation into 

the PDM in order to bring the data into the required format for mapping the data. Another 

technical challenges faced in relation to open data, is not in terms of facilitating openness, but 

rather, tracking how the open metadata and data is being used. PECHO must implement 

technical solutions that are capable of evolution so that the data can utilised. This challenge will 

likely be addressed as the PDM evolves. Moreover, participants at the BYTE Focus Group on 

big data in culture agreed that in-house development of solutions to technical challenges is 

required for total control over data, and especially if, in the future, stakeholders will better 

utilise transaction data and sentiment data to capture commercial benefits associated with big 

cultural data. However, these processes require considerable financial resources, which is an 

issue when dealing with public-sector data driven initiatives.37 

 

The varying quality of data is also a technical challenge faced by the PECHO data processing 

team. This issue arises because every user has different requirements and differing perspectives 

on data qualities than the curator or data entry person that made the data in the first place. In the 

context of PECHO, data quality means:  

Richness is certainly part of it, like a meaningful title or a long and rich description and 

contextual information use of vocabularies and all these aspects to help making data more richer 

and easier to discover. But it has several also other areas, like, currently a lot of the metadata 

that we get, are made for a specific purpose in a museum in an archive, in the library, for 

example to by scientists for scientific purposes for example, this is why sometimes a lot of these 

data are generated for purposes and now they are turned into something how does it work for 

the end user. And how is it fit for even a reuse purpose, which sometimes is difficult to achieve 

as the starting point with a different one. So also depending on what you want with these data, 

you may get different [é] definition of what quality is for you.38  

                                                 
35 I6, Interview Transcript, 30 January 2015. 
36 I1, Interview Transcript, 27 November 2014. 
37 FG10 and FG11, ñBig Data in Cultureò, BYTE Focus Group, Munich, 23 March 2015. 
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 36 

Addressing this issue was the topic of a task force last year that examined metadata quality. 

Data quality remains important because PECHO needs to enforce its set of mandatory aspects 

of the PDM so that every record has an appropriate rights statement attached for the data 

object, as well as other mandatory fields for different object types, and text language/s. These 

standards enable PECHO to ñleverage the full potential of the object type that we get, and 

achieve a certain level of consistency was yes basic data quality that we want to achieve.ò 39 

Overall, addressing technical challenges in-house and as they arise is key to the effectiveness 

and efficiency of the PECHO initiative:  

 
With incentives coming from creative with new technologies coming from cloud and from 

within our own organisation, working to make processes more efficient, that also some of these 

issues can be solved.  These issues however are the key driver in technological innovation. 

PECHO also works with its data partners to solve some of the issues that you are mentioning in 

terms of infrastructure and resource. ñFor example data aggregator for museum would be in a 

better position to make the tooling, that would make mapping easier for the individual 

museums.40 

 

2.5 BIG DATA ASSESSMENT 

There is debate as to whether big cultural data exists.41 Theoretically, we can consider the 

extent to which big data in the cultural sector contends with the accepted definitions of big 

data, such as the Gartner 3Vs definition or an extension of that definition, such as the 5Vs, used 

to assess big data across case study sectors in Work Package 1 of the BYTE project. The 5Vs 

include: Volume; Variety; Velocity; Veracity; and Value. These Vs are more likely met when 

cultural datasets are aggregated. Although there is some evidence of stand alone data sets being 

considered big data, such as sizeable collections held by cultural heritage organisations or in 

private collections. For example, the totality of cultural metadata utilised by PECHO would 

likely contend with a definition of big data. The following is an assessment of whether big 

cultural data exists in the context of the case study based on information gleaned during case 

study interviews and supplementary discussions held at the BYTE Focus Group on Big Data in 

Culture and assessed against the 5Vs of big data: 

 

Volume can be indicated by: massive datasets from aggregating cultural metadata; or large 

datasets of metadata of cultural items available at cultural heritage institutions (museums, 

libraries, galleries) and organisations. PECHO holds 36 million data, which has built up over a 

period of approximately 6 years.42 This volume was the product of an aggressive pursuit of 

data. However, the total volume of the data used or linked to via PECHO is roughly 190 million 

items and growing, and as such requires processing through the implementation of a data 

specific model, the PDM.43 This likely contends with the volume element of a big data 

definition. Nevertheless, debate surrounds the volume of cultural data and a data scientist 

specialising in search engine technology and broadcast data who participated in the BYTE 

Focus Group opined that cultural data is not, in practice, considered big data, although it 

                                                 
39 I2, Interview Transcript, 5 December 2014. 
40 I5, Interview Transcript, 19 January 2015. 
41 This topic attracted much discussion by big data practitioners in attendance at ñBig Data in Cultureò, BYTE 

Focus Group, Munich, 23 March 2015. 
42 I2, Interview Transcript, 5 December 2014. 
43 I6, Interview Transcript, 30 January 2015. 
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becomes so when a number of databases are combined.44 

Variety can be indicated by: quantitative data, e.g. cataloguing of metadata and indexed cultural 

datasets; qualitative data, e.g. text documents, sound recordings, manuscripts, images across a 

number of European and international cultures and societies in a variety of languages and 

formats; and transactional data, e.g. records of use and access of cultural data items. The data 

held by PECHO is made up of all of these characteristics, particularly noting that the vast array 

of data items are provided in a variety of languages and formats.  

Velocity can be indicated by: monitoring user behavioural and sentiment data, social media 

traces, and access rates of cultural data etc. This is not a major focus of the PECHO model, 

although it is becoming increasingly so. 

Veracity can be indicated by: improved data quality. Data quality, richness and interoperability 

are major issues that arise in relation to the data used (and linked to) via PECHO. This is 

especially visible as every user has different requirements and differing perspectives on data 

qualities than the curator or data entry person that made the data in the first place. In this 

context, the veracity of the data used contends with that commonly accepted to indicate big 

data. Nevertheless, there exists contention around the veracity of cultural data and its 

richness.45 

Value can be indicated by: knowledge creation from the access and potential re-use of digitised 

cultural items; improved access to metadata and data, e.g. historical texts; and improving 

efficiency for students, researchers and citizens wishing to access the data and reducing overall 

operational of cultural institutions and organisations. Although the value of cultural data is 

cannot be assessed in the traditional economic sense, does not mean that it does not generate 

social and cultural value. 

The data utilised by PECHO constitutes big data in a manner that is best summed up a 

representative of PECHO: ñwe may not have really big data technically but we have 

heterogeneous data and we have scientific content.ò46 Nevertheless, the definition of big data 

continues to change as computational models change, which makes it difficult to assess the 

ósizeô of cultural data generally.47  

3 ANALYSIS OF SOCIETAL  EXTERNALITIES  

This section examines the positive and negative externalities identified in the culture case 

study, according to the list of externalities included in Appendix A (see Table 55). 

 

3.1 ECONOMICAL EXTERNALIT IES 

The immaturity of big cultural data is linked to its evolution in the public sector. The 

digitisation of items of cultural heritage is carried out largely by public sector institutions and 

organisations. This means that these processes are subject to policy and funding restrictions, 

which at times act as barriers to progress and the slow the adoption of big data information 

practices across the sector. Second, and again related to the public positioning of the cultural 

sector, there is a strong focus on deriving cultural and social value from the cultural data rather 
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46 I3, Interview Transcript, 9 January 2015. 
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than monetising these data or applying big data applications to generate profit in a commercial 

sense. This is one of the main reasons that associated data, such as transaction and sentiment 

data are not yet being fully utilised. In the case of PECHO, the generation of revenue is not at 

this stage a primary objective, and in any event, in this context, copyright laws restrict better 

utilisation of cultural data and its traction data.48 Focus group participants also identified the 

negative impacts that are produced when new business models utilising big cultural data, such 

as competition and regulatory issues, or development and innovation are hindered as a result of 

a ócopyright paranoiaô.49 Thus, big cultural data is predominantly understood as a publicly 

funded investment in culture creation and preservation. This potentially hinders the economic 

externalities that would otherwise flow from big cultural data use and re-use.  

 

In terms of economic value being derived directly from the metadata in a traditional economic 

sense, analysis shows there is no real economic value into the business of metadata directly by 

exploiting the metadata.50 However, there are indirect economic benefits in that it raises the 

visibility of the collections and of the providers and drives more traffic to these national and 

local sites, which are the main value propositions for providers in terms of making their data 

available to aggregators.51 However, the restrictive funding environment and stakeholdersô 

inability to exploit metadata directly can act as barriers to innovation as well. An example of 

why funding plays a major role in the creation of externalities was provided by a representative 

of PECHO as being linked to the expense of adequate infrastructure: ñStorage is very expensive 

that is what we noticed, it is not the storage itself but the management of the storage is really an 

expensive thing.ò52  

 

Despite these issues, limited resources also drive innovation. Innovation is a crucial element of 

economies. PECHO provides examples of innovative collaborations, such as PECHO Cloud, 

which is predicted to have an impact in terms of the future of infrastructure, and aggregation 

for big cultural data. Innovation is also captured in the following description of a developing 

business model at PECHO: 

   
what we propose in the business model for PECHO cloud surfaces, is that we can do it just as 

expensive or just as cheap as the national aggregation services or domain aggregation services 

would do. But then on a European wide scale, so there is this automatic involvement in the 

infrastructure that we are proposing. Which has the advantage that anybody can access it under 

the conditions that we have set.53 

 

Thus, PECHOôs commitment to open data produces a number of economic opportunities. 

Furthermore, this is possibly the major impact of PECHO as the value lies in making the 

metadata open and accessible for repurposing. This means that datasets that are ñgluedò 

together by the semantic web community are currently being used by many people to fetch data 

rather than storing their own catalogue of data.54 This also potentially enables stakeholders to 

create services, such as (online) guided tour models for tourism purposes, which prompt people 

to travel and view the original version of what they see online.55  Other positive economic 
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50 I3, Interview Transcript, 9 January 2015. 
51 I3, Interview Transcript, 9 January 2015. 
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externalities associated with the use of big cultural data can be: better trend prediction for 

marketing purposes (although this is not yet a focus of publicly-funded cultural data driven 

initiatives); innovation of cultural services; supports an ease of preservation of cultural heritage 

works; and more comprehensive studies of the works due to longer access periods, which can 

result in innovations.56 Positive economic externalities produced by big cultural data utilisation 

were reiterated by focus group participants, namely when it is used in the creation of new 

applications and/ or business models for education or tourism purposes that combine cultural 

data and EarthObvs data. Big cultural data also aids journalism and data-enriched stories.57  

 

Table 10 Economical externalities in the culture case study 

Code Quote/Statement [source] Finding 

E-PC-DAT-1 

 

[é] A number of data projects and aggregators are also 

working with PDM and giving us a data PDM which allows 

them to make them more richer, which allows them to also 

incorporate vocabularies [é] PDM is also taking up by other 

partners, like the Digital Library of America, LA, they have 

learned from this and have their kind of own version of PDM 

and so that the German Digital Library has done also 

something similar, has taken PDM and tried to use that in a 

way that it fits that purpose. So itôs widely known and widely 

used also and something we have done, thatôs PDM. 

Otherwise thinking really technology and software and tools, 

I actually would be hesitant to say this is quite a narrative 

tool or software that we have done, and everyone else is 

using, because I'm not really into that business.  Look at the 

German digital library example. 

 

Innovative data 

models are being 

developed and 

adopted by external 

stakeholders.  

E-PO-BM-2 [é] we rather thought of the data model as something we 

would make available for the benefit of all [é ] that may be 

difficult to start licensing it and make money out of it. 

Actually a lot of the extensions we make to the data model a 

lot of the updates are made. So process wise we do our own 

investigations [é] and we do the updates and we make the 

model better or we directly call on our partners.58 

Big cultural 

(meta)data is 

supported by 

specific 

infrastructure and 

tools for the 

provision of open 

data, which in turn, 

inspires innovative 

re-use, rather than 

the generation of 

the profit in the 

traditional sense.   

E-PC-TEC-2 Data about events, people visiting sites are largely underused. 

Bringing that together becomes an advantage. Personalised 

profiles are important. Cross-linking of data adds value.59 

Interaction data is 

largely underused 

when dealing with 

big cultural data, 
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despite its potential 

economic benefits. 

 

3.2 SOCIAL &  ETHICAL EXTERNALITIES  

The overarching social externality associated with PECHO is the creation and enriching of 

cultural and social value for European citizens. This achieved by facilitating readily accessible 

cultural heritage data. One aspect of value creation is combination enrichment, supported by 

providing searchable open cultural data and metadata. This search ability also facilitates depth 

of research and study, which leads to greater insights and a more accurate presentation of 

cultural and historical facts.60 However, this raises the ethics of opportunistic search engines 

being able to control interaction data relating to another organisationsô efforts for their own 

commercial benefit. For example, Google is free but uses the information provided by PECHO 

in its own business model for targeted advertising. However, PECHO provides the service at a 

cost to the taxpayer where revenue generation is not always considered an appropriate aspect of 

the business model, in accordance with a public-sector ethos.61 Thus, the social value created 

by open linked metadata also implicates ethical considerations of data exploitation and 

inequality. Further, inequality of access between organisations entails the situation where the 

publicly funded open data model provides private organisations with access to both these data, 

as well as their own data, which they are under no obligation to share. Public institutions, such 

as PECHO, have free access only to the data they hold and are limited in their potential use and 

repurposing of that data because of this. 

 

Further, focus group participants identified the risk of fraud resulting from open access to 

cultural data when anyone with access to digital versions of cultural works may reproduce it or 

misrepresent (lesser known) works as their own, via social media for example. This is also 

because authenticity becomes difficult to verify when works are distributed on a mass scale.62 

 

Lastly, the ethics of privacy were identified as a potential externality of open cultural data, 

insofar as privacy of individuals or groups identified in cultural data can be invaded via the 

provision of linked metadata. In the case of PECHO, any risk to privacy is addressed in the 

ñterms of useò policy section on the website. Practically speaking, this means that, ñif people 

think that something is not correct or they have problems with similar to Google, they can 

inform us and then we take the material also down.ò63 Whilst threats to privacy are a potential 

issue, it is not a major concern in practice because it can be readily addressed and there are so 

few recorded complaints.64 
 

Table 11 Social & ethical externalities in the culture case study 

Code Quote/Statement [source] Finding 

E-PC-ETH-1 The content is not accessible for searching. I mean when we 

have full text of course you can deploy full text search on top 

of it. But for pictures of paintings or statues or even sounds 

without metadata you canôt do much for searching and 

accessing them. And that is often overlooked but it is true 

The value of 

metadata is often 

overlooked. 
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that in the past year [é] everyone has come to realise that 

metadata is an important piece of the puzzle. And I believe 

that all these stories about national security actually kind of 

helped send a message. People are more aware of the benefits 

and the dangers of metadata.65  

E-PC-LEG-4 
[é] suddenly where we get issues are when kind of privacy 

aspects are touched upon. Like pictures where somebody is 

on the picture, either the relative or the person themselves 

doesnôt want this picture to be on line, so this is also when we 

get take down requests.66 

In theory, the ethics 

of privacy are 

implicated by 

open-linked 

metadata. 

E-PO-DAT-1 So actually when PECHO started providers where extremely 

reluctant and the data model were actually instrumental in 

convincing them. Because there is the idea we can produce 

we can publish richer data that can benefit everyone. But that 

will really happen if everyone decides to contribute because 

if everyone keeps their data for themselves then not much 

happens.67 

Tackling inequality 

between public 

sector and private 

sector organisations 

will be 

instrumental in 

generating value 

for all stakeholders.  

 

3.3 LEGAL EXTERNALITIES  

Reuse of cultural data is not absolute and for cultural data to be lawfully re-used it needs to be 

done so in accordance with relevant legal frameworks. In fact, managing intellectual property 

issues that arise in relation to the re-use of cultural data is perhaps the biggest challenge facing 

big cultural data driven initiatives, such as PECHO. The effect of copyright protections, for 

example, can be a limit on sharing data (that could otherwise be used for beneficial purposes) 

and the enforcement of high transaction costs68, which then restricts the audience members to a 

particular demographic.  

 

Further, arranging the necessary licensing agreements to enable re-use of cultural data can be 

arduous, especially as there is limited understanding and information about how rights 

statements and licensing frameworks can support stakeholders in capturing the full value of the 

data. This not only includes the technological challenge of making the data truly open and 

accessible, but also necessitates an attitudinal shift amongst traditional rights holders, as well as 

cultural heritage organisations that hold cultural data. Licensing arrangements by the BYTE 

case study organisation, PECHO, are commonly tackled through applying a Creative Commons 

licensing regime, namely a CC0 public licence. PECHO Creative, a PECHO project, provides a 

good example of how transparent licensing arrangements can support open cultural data, which 

enables re-use and the benefits that flow from that reuse. The longstanding tensions 

surrounding intellectual property rights and cultural data has led to a strong call for copyright 

reform in Europe on the basis that the legislation is outmoded and a barrier to sharing and open 

data.69 For example, an institution that stores terabytes of tweets from Twitter has been unable 
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to utilise that data for the purpose it collated the data due to the barrier to sharing presented by 

the current intellectual property framework.70  

 

In addition, data protection was identified as a legal barrier to some models that incorporate the 

use of cultural interaction data, and for also limiting the re-use of certain forms of cultural data, 

such as data including references to sensitive personal material.71 As this is an area of on-going 

debate, reform will continue to be pursued by stakeholders. 
 

Table 12 Legal externalities in the culture case study 

Code Quote/Statement [source] Finding 

E-PO-LEG-2 One barrier that I'm not going to priorities but our rights, 

thatôs one thing that is always a difficult question for us. 

When it comes to rights people need to apply to actually also 

even know what the copyright situation is. That sometimes is 

causing interesting questions and discussions with partners 

on all levels.72 

One of the major 

issues, and 

potential barriers to 

re-use of cultural 

data is property 

rights.  However, 

this can arise as a 

result of miss-

information or a 

lack of 

understanding held 

by the data 

partners. 

E-PP-LEG-2 So this year we are looking again at rights statements and 

how those can be clarified because the legal landscape is 

difficult and it is difficult for users to sometimes understand 

what restrictions there might be when using content. [é] We 

need to make sure that they are accurate but also they are 

kind of harmonised across Europe because we donôt want 28 

different ways to say something is in copyright. In the same 

way that Creative Commons who is a licensed standard that 

we use as a basis of a lot of our options. And Creative 

Commons even moved away from having 28 different oréit 

wasnôt even 28 it was country specific licences. So in their 

recent update they moved away from country specific and 

just upgraded to 4.0 and then said that actually if you want to 

translate it you can but 4.0 in English it is one licence it is not 

adapted to any country specific law.73 

Fragmented 

implementation of 

European 

intellectual 

property 

framework is 

jeopardising open 

data and the 

opportunities 

associated with the 

reuse of cultural 

data. 
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E-PC-LEG-5 

 

It is an important balance to sharing the metadata the 

descriptive information because you want cultural heritage to 

be discoverable, which is why we believe it should be open. 

We want it to be reused but there is a very important rights 

holder issue here is that thereôs a lot of copy right in modern 

day and you know our culture and history that is up to about 

140 years old. That has to be respected, you have to have 

permission in some way to access it or to reuse it and that has 

to be communicated. But in the same way there are also 

works that are 200 years or 300 years old were no copyright 

exists. So we took the decision that it is important to 

communicate that there are no restrictions as well. And this is 

the public domain mark, this says there are no copyright 

restrictions of course respect the author by attributing their 

information. But you are not bound by any copyright 

restrictions when you access when you want to use this work. 

And I think that the role of the right statements which are sort 

of big part of the licensing framework is to help educate users 

and to help communicate this information so that 

peopleéunderstanding of what they can do with the content 

that they discover via the metadata published on European.74 

 

Cultural heritage 

organisations needs 

assistance with 

understanding the 

copyright 

framework. 

 

3.4 POLITICAL EXTERNALITI ES 

Political issues arise in relation to making the data open because it can lead to a perceived loss 

of control of data held by national institutions thereby causing intra-national tensions. This 

tension is also fuelled by reluctance on part of institutions to provide unrestricted access to their 

metadata under a CC0 license. The immediate response to this for PECHO has been to include 

a clause in the Data Agreement requiring a commitment to sharing only metadata with a CC0 

licence or be excluded from the pan-European partnership, and subsequently, lose the benefits 

associated with PECHO. However, this aggressive approach heightened fear of loss of data 

control by some stakeholders. Such tension between data aggregators and data partners are a 

direct political externality of promoting open cultural data. However, this is now being 

addressed through education and information providing initiatives at PECHO that highlight the 

importance of local contributions to the development of cultural data aspect of the European 

digital economy. 

 

There also exists a EarthObvs-political tension around the American dominance over 

infrastructure. This has prompted a general trend towards reversing outsourcing practices, and 

developing infrastructure and tools in-house, as has been the case with PECHO.75 For example, 

now organisations are developing their own search engines and downloading data from cultural 

heritage institutions.76 This has also been driven out of a desire to maintain control over 

infrastructures and innovations, as well as retain skills and expertise in-house, and more 

specifically, within Europe. This has been an important shift in the attitude towards a more 

protective approach to European innovations and development.  

 

                                                 
74 I7, Interview Transcript, 20 March 2015. 
75 FG8-FG13, ñBig Data in Cultureò, BYTE Focus Group, Munich, 23 March 2015. 
76 FG11, ñBig Data in Cultureò, BYTE Focus Group, Munich, 23 March 2015. 
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Aside from the aforementioned political externalities, political externalities in the context of 

BYTE case study otherwise arise indirectly when partisan priorities dictate the use of cultural 

data in the public-sector, especially in terms of funding.  
 

Table 13 Political externalities in the culture case study 

Code Quote/Statement [source] Finding 

E-PP-LEG-1 

 

[é] for instance that in Germany there is a law, which 

requires cultural heritage stored in the country itself. So if 

you are building a cloud structure for cultural heritage you 

need a mirror or a synchronised mirror in the country itself. 

And we need to provide access copies to them and there are 

also more of a political issue that many countries would like 

a national cloud surface developed. Just because they would 

like to have control of them and at PECHO are looking for a 

centralised surface that is run by us. But it needs to 

synchronise or it needs to mirror what is happening in the 

national aggregation surfaces.77 

 

There are intra-

national political 

issues related to a 

perceived loss of 

control of a 

nationôs cultural 

heritage data. 

E-PO-LEG-1 Call for a political framework around cultural heritage data to 

protect culturally sensitive data so that it is not leaked.78 

There is an 

increased shift 

towards 

protectionism of 

cultural data and 

keeping 

infrastructure and 

technical 

developments 

local. 

4 CONCLUSION 

Big cultural data utilisation is in its infancy and as such, the full extent to which data utilisation 

in this context impacts upon society is not yet realised. There is also ongoing discussion as to 

whether cultural data accords with definitions of big data.  

 

Nevertheless, the PECHO case study provides insight into how to big cultural data utilisation is 

maturing and the economic, social and ethical, legal and political issues that arise in relation to 

the aggregation of cultural metadata in the open data context.   

 

PECHO has faced a number of technological challenges, but these challenges have also 

prompted innovation in data models, tools and infrastructure. Despite these challenges, PECHO 

produces a number of positive externalities, primarily the creation of social and cultural value. 

Similarly, legal issues related to intellectual property rights have prompted the drafting of in-

house licensing agreements that can be used as models by similar data-driven initiatives. One 

of the more significant externalities to be produced by PECHO is the PDM, which has been 

adopted abroad and is indicative of the potential for innovation in data driven business models.  

 

                                                 
77 I6, interview Transcript, 30 January 2015. 
78 I6, FG8, FG9, FG11 & FG12, ñBig Data in Cultureò, BYTE Focus Group, Munich, 23 March 2015. 
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Overall, the externalities produced by big cultural data utilisation have lead to a number of 

overarching conclusions. First, copyright reform is necessary to enable cultural data sharing 

and openness. Second, there is a real need for data scientists to grow this aspect of European 

data economy and retain the skills and expertise of local talent, which in turn, will limit control 

by organisations from abroad, such as those run by US-base stakeholders. Third, larger cultural 

datasets require more informed data quality practices and information about data sources and 

ownership. Therefore, the BYTE case study on big cultural data utilisation provides a practical 

example of real challenges faced, and externalities produced (or pursued) by a publicly funded 

cultural data initiative. 



D3.2 Case study reports     BYTE project 
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ENERGY CASE STUDY REPORT ï EXPLORATION AND PRODUCTION OF 

OIL & GAS IN THE NORWEGIAN CONTINENTAL SHELF  

SUMMARY  OF THE CASE STUDY 

This case study is focused on the impact of big data in exploration and production of oil & 

gas in the Norwegian Continental Shelf. We have interviewed senior data scientists and IT 

engineers from 4 oil operators (oil companies), one supplier, and the Norwegian regulator. 

We have also conducted a focus group with 7 oil & gas experts and attended several talks on 

big data in this industry. With such input we have compiled information about the main data 

sources, their uses and data flows, as well as the more noticeable challenges in oil & gas. 

Overall, the industry is currently transitioning from mere data collection practices to more 

proactive uses of data, especially in the operations area.  

 

Positive economical externalities associated with the use of big data comprise data generation 

and data analytics business models, commercial partnerships around data, and the 

embracement of open data by the Norwegian regulator ï the negative ones include concerns 

with existing business models and reluctance of sharing data by oil companies. In the positive 

side of social and ethical externalities, safety and environment concerns can be mitigated with 

big data, personal privacy is not problematic in oil & gas, and there is a need of data scientist 

jobs; in the negative side, cyber-threats are becoming a serious concern and there are trust 

issues with data. With respect to legal externalities, regulation of data needs further 

clarification and ownership of data will be more contract-regulated. Finally, political 

externalities include the need of harmonize international laws on data and the leadership on 

big data of some global suppliers. 

1 OVERVIEW  

The energy case study is focused on the use of big data by the oil & gas upstream industry, 

i.e. exploration and production activities, in the Norwegian Continental Shelf (NCS). The 

NCS is rich in hydrocarbons that were first discovered in 1969, while commercial production 

started in the Ekofisk field in 1971.79 

 

The oil & gas industry is technically challenging and economically risky,80 requiring large 

projects and high investments in order to extract petroleum. In the case of the NCS, project 

complexity is further increased since deposits are offshore in harsh waters and climate 

conditions are challenging. As a result, petroleum activities in the NCS have prioritized long-

term R&D and tackled projects that were highly ambitious technically.81 

 

Petroleum activities in Norway are separated into policy, regulatory and commercial 

functions: Norwayôs policy orientation is focused on maintaining control over the oil sector; 

the Norwegian Petroleum Directorate82 (NPD) is the regulator body; while petroleum 

                                                 
79 Yngvild Tormodsgard (ed.). ñFacts 2014 ï The Norwegian petroleum sectorò. The Norwegian Petroleum 

Directorate. 2014. Available at: 

https://www.regjeringen.no/globalassets/upload/oed/pdf_filer_2/faktaheftet/fakta2014og/facts_2014_nett_.pdf  
80 Adam Farris. ñHow big data is changing the oil & gas industry.ò Analytics Magazine, November/December 

2012, pp. 20-27.  
81 Mark C. Thurber and Benedicte Tangen Istad. ñNorway's evolving champion: Soil and the politics of state 

enterprise.ò Program on Energy and Sustainable Development Working Paper #92 (2010). 
82 http://npd.no/en/  

https://www.regjeringen.no/globalassets/upload/oed/pdf_filer_2/faktaheftet/fakta2014og/facts_2014_nett_.pdf
http://npd.no/en/
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operators compete for oil through a license system. Overall, this separation of concerns is 

considered the canonical model of good bureaucratic design for a hydrocarbons sector.83 

1.1 STAKEHOLDERS , INTERVIEWEES AND OTH ER INFORMATION SOURC ES 

There are more than 20,000 companies associated with the petroleum business.84 Oil 

operators are large organizations that compete internationally, but also collaborate through 

joint ventures in order to share project risks. Given the complexity of this industry, there is a 

multitude of vendors that sell equipment and services through the whole oil & gas value 

chain: drilling, subsurface and top structure (platform) equipment, power generation and 

transmission, gas processing, utilities, safety, weather forecasting, etc.  

 

For the realization of this case study we have approached four of the most notable oil 

operators in the NCS, pseudonomised as Soil, Coil , Loil and Eloin. We have also contacted 

one of the main vendors in the NCS (codenamed ñSUPPLIERò for confidentiality reasons), 

as well as NPD, the regulator of petroleum activities in Norway. The profiles of these 

organizations are included in Table 14, according to the categorization of the Stakeholder 

Taxonomy.85 

 

Table 14 Organizations involved in the oil & gas case study 

Organization Industry 

sector 

Technology 

adoption stage 

Position on data 

value chain 

Impact of IT in 

industry 

Soil Oil & gas 

operator 

Early majority Acquisition 

Analysis 

Curation 

Storage 

Usage 

Strategic role 

Coil Oil & gas 

operator 

Early majority Acquisition 

Analysis 

Curation 

Storage 

Usage 

Strategic role 

Loil  Oil & gas 

operator 

Early adopter Acquisition 

Analysis 

Curation 

Storage 

Usage 

Strategic role 

Eloin Oil & gas 

operator 

Early majority Acquisition 

Analysis 

Curation 

Storage 

Usage 

Strategic role 

SUPPLIER Oil & gas 

supplier 

Late majority Analysis 

Usage 

Turnaround role 

Norwegian Petroleum 

Directorate 

Oil & gas 

regulator in 

Norway 

Early adopter Curation 

Storage 

Factory role 

                                                 
83 Mark C. Thurber and Benedicte Tangen Istad. ñNorway's evolving champion: Soil and the politics of state 

enterprise.ò Program on Energy and Sustainable Development Working Paper #92 (2010). 
84 Adam Farris. ñHow big data is changing the oil & gas industry.ò Analytics Magazine, November/December 

2012, pp. 20-27. 
85 Edward Curry. ñStakeholder Taxonomyò. BYTE Project. Deliverable 8.1. 2014. 
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We have then arranged interviews with senior data analysts and IT engineers from these 

organizations. The profiles of the interviewees are shown in Table 15 ï again, we have 

followed the classification guidelines included in the Stakeholder Taxonomy.86 Since Soil is 

the main facilitator of this case study, we were able to interview [I-ST-1] four times. [I -CP-1] 

was interviewed twice, while [I -NPD-1] and [I-NPD-2] were both interviewed in two 

occasions at the same time. We held a single interview with the remaining interviewees. 

Overall, we have conducted 11 interviews for this case study. 

 

Table 15 Interviewees of the oil & gas case study 

Code Organization Designation Knowledge Position Interest 

I-ST-1 Soil Senior Technical 

Manager 

Very high 

 

Supporter 

 

Very high 

 

I-CP-1 Coil  Data Manager Very high Supporter Very high 

I-LU-1 Loil  Technical 

Manager 

Very high Moderate 

supporter 

High 

I-ENI-1 Eloin Technical 

Manager 

Very high Moderate 

supporter 

High 

I-SUP-1 SUPPLIER Technical 

Manager 

Very high 

 

Moderate 

supporter  

High 

 

I-NPD-1 Norwegian 

Petroleum 

Directorate 

Technical 

Manager 

Very high Moderate 

supporter 

Medium 

I-NPD-2 Norwegian 

Petroleum 

Directorate 

Senior Data 

Manager 

Very high Moderate 

supporter 

Medium 

 

 

Besides the interviews, we have held a workshop on big data in oil & gas, as planned in Task 

3.3 of the project work plan. The workshop program included two invited talks, a preliminary 

debriefing of the case study results and a focus group session ï see the agenda in Appendix 

B. We have also assisted to a session on big data in oil & gas that was part of the Subsea 

Valley 2015 conference.87 We have used all these events as input for the case study ï Table 

16 provides an overview of these additional data sources. 

 

Along this report we profusely include statements from the case study sources ï especially in 

the summary tables, but also within the main text ï to support our findings. In all cases we 

employ the codes included in Table 15 and Table 16 to identify the source.  

 

 

Table 16 Additional data sources in the oil & gas case study 

Code Source Event Description 

FG 7 industry experts in oil & gas 

from Soil, an oil well 

company, Eloin, West / B, V 

Solutions, and A Solutions, 

14 BYTE members 

BYTE energy workshop  Focus group on big 

data in oil & gas 

                                                 
86 Edward Curry. ñStakeholder Taxonomyò. BYTE Project. Deliverable 8.1. 2014. 
87 http://subseavalley.com/nyheter/arkiv/2015/jan/konferanseprogrammet/  

http://subseavalley.com/nyheter/arkiv/2015/jan/konferanseprogrammet/
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IT-ST  Soil BYTE energy workshop Invited talk: ñBig 

data in subsea ï the 

operator viewò 

IT-NOV An oil well company BYTE energy workshop Invited talk: ñBig 

data in subsea ï the 

supplier viewò 

T-ST Soil Subsea Valley Conference 2015 

ï Parallel session on big data 

Talk: ñBig data in 

Soilò 

T-McK A consulting firm Subsea Valley Conference 2015 

ï Parallel session on big data 

Talk: ñDigital 

Energyò 

 

1.2 ILLUSTRATIVE USER STO RIES 

In this section we include three user stories that serve to illustrate emerging big data 

initiatives in the oil & gas industry. 

 

Permanent reservoir monitoring  [IT-ST, T-ST] 

Soil is deploying myriads of sensors in the sea bottom to monitor reservoirs. For a high-

resolution image the microphones need to be in the same place and for this reason they are 

placed in a permanent basis in the seabed.  

 

Seismic shootings are taken each six months, but it takes months to get the processed data. 

This data can feed a simulator and the results used to decide to drill a new well, extract more 

oil and gas, or inject water to keep the pressure up ï if the right decisions are taken, recovery 

rates of the reservoir can be significantly improved. 

 

However, it is possible to do more with the cables and sensors in the seabed. Indeed, Soil is 

collecting data every second to detect microfractions. This signal is used to decide whether to 

increase or not the pressure in the reservoir, resulting in better recovery rates. 

Environmentally this is also good, since Soil can use the sensors to detect oil leakages. 

 

Automated drilling [IT-NOV] 

A national oil well company (NOV) aims to automate drilling and by doing this achieve 

safer, faster and better drilling. Technology-side, they have practically all the pieces in place. 

With respect to rig systems, all equipment is monitored, e.g. blowout preventers (BOPs), and 

it is possible to cut the drilling pipe if necessary. NOV has also developed a wired drillpipe 

with lots of sensors in it that can achieve a significant improvement in drilling speed (a 40% 

increase with respect to normal drillpipes in their tests). Drilling operations can then be 

automated, while a human operator only has to set parameters and monitor progress. 

 

 

 

Environment surveillance [IT-ST, T-ST] 

Soil wants to know if the environment is exposed to unwanted effects when carrying out 

petroleum activities. The idea of this project is to monitor the seabed before and during 

operations to assess whether oil extraction activities have an environmental impact, especially 

in case of nearby big fisheries or corals. With this aim, Soil is deploying mobile and fixed 

equipment close to the oil & gas plants for capturing video and audio in real time. In case of 

an emergency, this data can be used to see what is happening and react based on facts.  
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2 DATA SOURCES, USES, FLOWS AND CHALLENGES  

2.1 DATA SOURCES 

We have asked our interviewees to describe the data sources employed in exploration, 

operation and production activities. With their input we have created Table 17 with the most 

relevant data sources. 

 

Table 17 Main data sources of the oil & gas case study 

Data source Used in Big data dimensions Other remarks 

Seismic surveys Scouting 

Exploration 

Production 

Volume Confidential 

EarthObvslogy models Exploration 

Production 

Volume Analytics 

Confidential 

Production data Production  Confidential 

Top-side sensor data Operations Volume 

Velocity 

Variety 

 

Subsea sensor data Operations Volume 

Velocity 

Variety 

 

In-well sensor data Operations Volume 

Velocity 

 

Drilling data Exploration 

Drilling 

Volume 

Velocity 

 

Document repositories Scouting 

Exploration 

Operations 

Variety Lifespan 

Reference datasets Scouting 

Exploration 

Production 

 Open 

 

Seismic data is the main source for discovering petroleum deposits. Collecting such data is 

expensive and typically performed by specialized companies using seismic vessels that send 

sound waves deep into subsurface and a set of hydrophones to detect reflected waves [I-ST-

1]. This process produces significant volumes of data, typically ~100s GB per one raw 

dataset.88 Moreover, this is a key asset of oil operators, so security measures are especially 

enforced in this case. 

 

Seismic surveys are transformed into 3D EarthObvslogy models ï this is probably the most 

impactful scientific breakthrough of the oil & gas industry.89 EarthObvslogists and 

petrophysicists analyse these models to find potential deposits of hydrocarbons. 

Transforming seismic data into 3D models is computing-intensive and results into further 

amounts of data, ~1 TB per one processed dataset.90 Indeed, Soil stores around 6 PB of 

seismic data (raw and processed) [I-ST-1].  

                                                 
88 Adam Farris. ñHow big data is changing the oil & gas industry.ò Analytics Magazine, November/December 

2012, pp. 20-27. 
89 Adam Farris. ñHow big data is changing the oil & gas industry.ò Analytics Magazine, November/December 

2012, pp. 20-27. 
90 Ibid. 
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Production data is very important for oil companies and receives a lot of attention. Since 

this is a commercial-sensitive asset, operators such as Soil do the accounting of production 

data by themselves. Oil production is measured at every stage of the flow, while the 

aggregated figures are reported to the partners in the joint venture and also to the Norwegian 

Government that has a reporting role. 

 

In the last decade, the oil & gas industry has gone into a process of installing sensors in every 

piece of equipment: top-side, subsea and in-well. New fields are heavily instrumented, e.g. 

Edvard Grieg field has approximately 100K data tags [I-LUN-1] and Goliat field has around 

80K data tags [I-ENI-1]. Sensors are very diverse and generate a lot of data. Moreover, 

velocity is also a challenge, e.g. a subsea factory produces 100s of high-speed signals 

(~10Kbps) and can thus easily generate 1 TB of data per day [I-SUP-1].  

 

Drilling  also generates high-volume and high-velocity data. This data is analysed in real time 

for safety reasons and to monitor the drilling process, i.e. to detect if the reservoir was hit [I -

ST-1]. 

 

Document repositories are also quite relevant in the oil & gas industry and employed in 

different stages. For example, post-drill reports can be analysed to obtain the rock types in a 

well ï this can be relevant for other analogue areas under exploration. However, document 

repositories are typically unstructured and quite varied since a report could be produced 

anytime since the beginning of oil operations in the NCS (1970s). Therefore, the management 

of knowledge repositories is quite challenging for petroleum companies [I -ST-1]. 

 

Finally, NPD publishes some reference datasets as open data ï FactPages91 and Diskos92 are 

probably the most relevant ones. FactPages contain information about the activities in the 

NCS, i.e. licenses, fields, wellbores, discoveries, operators and facilities. The Diskos database 

includes seismic, well and production data in the NCS.  

2.2 DATA USES 

With such massive data assets collected in the oil & gas industry, there are a number of uses 

of data in place, as reflected in Table 18. We describe them in the following paragraphs, 

organized around the different stages of the upstream value chain. 

 

 

 

Table 18 Main uses of data in the oil & gas case study 

EXPLORATION & SCOUTING  

Seismic processing Seismic processing is the classical big data problem in the oil & gas industry [I -

ST-1] 

 

Seismic data is difficult to analyse, complex EarthObvs-models are employed 

[I -CP-1] 

 

Oil companies have made large investments in expensive infrastructures: 

clusters and high-performance storage [I-ST-1] 

                                                 
91 http://factpages.npd.no/factpages/ 
92 http://www.npd.no/en/about-us/collaboration-projects/diskos/ 

http://factpages.npd.no/factpages/
http://www.npd.no/en/about-us/collaboration-projects/diskos/
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New techniques, methods, analytics and tools can be applied to find new 

discoveries [I-LU-1] 

PRODUCTION 

Reservoir 

monitoring 

Seismic shootings are used to create 3D models of the reservoir in subsurface 

[I -ST-1] 

 

Reservoir simulations are computer intensive and employed to evaluate how 

much oil should be produced in a well [I-ST-1] 

 

A better understanding of reservoirs, e.g. water flowing, can serve to take better 

decisions in reaction to events [I-CP-1] 

Oil exploration  There are also exploration activities in already producing fields to look for oil 

pockets. This can result in more wells for drilling [I -ST-1] 

Accounting of 

production data 

 

Reporting requirements to the authorities and license partners [I-ST-1, I-NPD-

1] 

 

Not especially interesting in terms of big data by itself [I-ST-1] 

 

Production data can be combined with other data sources, e.g. linking alarms 

with production data [I-CP-1] 

DRILLING & WELLS  

Drilling operations Drilling data is analysed to minimize the non-productive time [I-CP-1] 

 

Operators use drilling data to decide whether to continue drilling or not [I-ST-1] 

Well integrity 

monitoring 

Well integrity monitoring is typically done by specialized companies [I-LU-1, 

I-ST-1] 

 

EarthObvslogical models are employed, taking into account the type of rock in 

the well [I-ST-1] 

OPERATIONS 

Condition-based 

maintenance 

Equipment suppliers could make better usage of the data, e.g. to optimize 

equipment performance. Indeed, there is a strong movement towards condition-

based maintenance [I-CP-1] 

 

Focus on applying condition-based maintenance [I-SUP-1, I-ST-1, I-LU-1, I-

ENI-1, T-ST] 

Equipment 

improvement 

We use operational data to improve the efficiency of equipment [I-SUP-1] 

Data-driven new 

products 

Some suppliers are using big data to develop new products, e.g. Soil has 

expensive equipment that can increase the pressure in a reservoir [I-ST-1] 

Data-enabled 

services 

Vendors also sell specialized services such as vibration monitoring. For 

example, SKF is a vendor with expert groups for addressing failures in rotating 

equipment [I-LU-1] 

 

We are interested in selling a service such as system uptime instead of 

equipment [I-SUP-1] 

 

Soil buys services (including data) from the whole supply chain [I-ST-1] 

Integrated 

monitoring centre 

Soil has a monitoring centre for the equipment of each vendor supplier. We are 

considering replacing them with an integrated centre. In this way, it would be 

possible to get more information from the totality of vendorsô equipment [I-ST-

1] 

Integrated Big data can be used for making better and faster decisions in operations by 
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operations integrating different datasets (drilling, production, etc.) [I-SUP-1] 

 

The analytics of integrated data can be very powerful [I-CP-1] 

 

Exploration and scouting 

Seismic processing for the discovery of petroleum is the classical big data problem of the oil 

& gas industry. Operators have made large investments in high-speed parallel computing and 

storage infrastructures to generate 3D EarthObvslogy models out of seismic data. The 

resolution of the images obtained with seismic data is low,93 and for this reason petroleum 

experts (EarthObvsphysicists and petrophysicists) try to use additional data sources such as 

rock types in nearby wells and images from other analogue areas [I-ST-1]. Nevertheless, the 

complexity of exploration data makes the access of data to petroleum experts especially 

challenging, requiring ad hoc querying capabilities. Due to this, the EU-funded Optique 

project94 aims to facilitate data access through the use of the Optique platform for a series of 

case studies, including oil & gas exploration in Soil.95 

 

Production 

Seismic data is also employed in production for reservoir monitoring , creating 3D models 

of the reservoir in subsurface. Simulations are then carried out to evaluate how much oil 

should be produced in a well. Nowadays, there is a trend to permanently deploy seismic 

sensors in the seabed of a reservoir ï see the user story on permanent reservoir monitoring in 

Section 1.2 ï allowing the detection of microseismic activity. In addition, seismic data from 

production fields can be employed to discover oil pockets that can result in more wells for 

drilling and thus extend the lifetime of a field. Finally, production data is carefully 

accounted through all stages of the petroleum workflow. Although production data is not 

especially challenging in terms of big data, it can be combined with other sources to gain 

further insight, e.g. linking alarms with production data. 

 

Drilling and wells 

Drilling operations  are normally contracted to specialized companies such as NOV ï see 

stakeholders in section 1.1. Oil operators get the raw data from drillers and then select the 

target for drilling and decide whether to continue or not, sometimes relying on simulators [I-

CP-1]. These decisions are based on the analysis of drilling data, and they aim to minimize 

the non-productive time of very costly drilling equipment and crews. 

 

Given the complexity of wells, their integrity is monitored during their complete lifetime. 

External companies are contracted for well integrity monitoring, employing EarthObvslogical 

models and using core samples from the well. 

 

Operations 

This is possibly the most interesting area in oil & gas in terms of big data [I -ST-1]. It consists 

of structured data that is very varied, ranging from 3D models to sensor data. Velocity is also 

challenging due to the large number of sensors involved producing data in real time. In 

addition, there are lots of technological opportunities, e.g. Internet of Things. The main 

                                                 
93 Adam Farris. ñHow big data is changing the oil & gas industry.ò Analytics Magazine, November/December 

2012, pp. 20-27. 
94 http://optique-project.eu/  
95 Martin Giese, Ahmet Soylu, Guillermo Vega-Gorgojo, Arild Waaler et al. ñOptique ï Zooming in on big data 

access.ò IEEE Computer, March 2015, pp. 60-67. 

http://optique-project.eu/
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drivers for applying big data here include the reduction of well downtime, improving the 

lifetime of equipment and reducing the number of staff offshore [I-ST-1]. 

 

Among the different uses of data in operations, condition-based maintenance is possibly the 

one that is receiving more attention. Equipment is instrumented to collect data and analytics 

are then applied for early detection of potential failures before they occur. Condition-based 

maintenance is thus much more efficient than traditional reactive or calendar-based 

approaches. Both operators and suppliers are interested in reducing costs and improving the 

lifetime of equipment; as a result, there are a number of ongoing collaborations to support 

condition-based maintenance. Vendors are also analysing operational data to improve the 

efficiency of equipment, e.g. using less energy to control the same piece of equipment. The 

analysis of operational data can also lead to new data-driven products, e.g. Åsgard subsea 

compressor system.96 Other opportunities in operations include data-enabled services such 

as failure detection or vibration monitoring. Integrated operations is another application 

area that aims to combine data from multiple sources, e.g. operations and production data, 

and then use analytics to leverage decision-taking processes.  

2.3 DATA FLOWS  

In this section we analyse the flow of seismic and sensor data, the most notable data sources 

in the upstream oil & gas industry (see section 2.1). Beginning with seismic data, oil 

operators normally contract specialized companies such as PGS97 for conducting seismic 

surveys. As explained by [I-ST-1], operators are obliged to send the seismic data to the 

Norwegian government ï this is incorporated to NPDôs Diskos dataset (also called 

Petrobank). Seismic data is also shared among the members of a concession joint venture 

through Diskos. Interestingly, raw data is shared, but not processed data, i.e. EarthObvslogy 

models. Seismic data is also traded, e.g. in an auction. Other exchanges include the handoff 

of seismic data to companies such as CGG98 to detect problems in a reservoir. Since seismic 

data is a very valuable asset, oil companies take special security measures to conceal it. 

 

Sensor data is captured offshore from the instrumented equipment (subsea, top-side and in-

well) and then transferred onshore to a surveillance centre where operations are monitored. 

However, integrating the data and presenting in an adequate way to human operators is 

actually a difficult challenge [I-ST-1, I-ENI-1]. [I-CP-1] explains that there are some 

differences on how the data is captured: sometimes the operator has direct access to sensor 

data, while in other cases, e.g. drilling, the vendor gets the raw data and sends it to the 

operator. Oil companies also contract services such as vibration monitoring, providing access 

to sensor data in these cases [I-LU-1]. Since sensor data is not particularly sensitive, there are 

more data exchanges among operators and vendors, e.g. for condition-based maintenance of 

equipment [I-LU-1]. 

2.4 MAIN TECHNICAL CHALLE NGES 

We have employed the big data value chain in the Stakeholder taxonomy99 to structure the 

technical challenges in the oil & gas industry: 

                                                 
96 http://www.akersolutions.com/en/Global-menu/Media/Feature-stories/Subsea-technologies-and-

services/Asgard-subsea-gas-compression-system/  
97 http://www.pgs.com/  
98 http://www.cggveritas.com  
99 Edward Curry. ñStakeholder Taxonomyò. BYTE Project. Deliverable 8.1. 2014. 

http://www.akersolutions.com/en/Global-menu/Media/Feature-stories/Subsea-technologies-and-services/Asgard-subsea-gas-compression-system/
http://www.akersolutions.com/en/Global-menu/Media/Feature-stories/Subsea-technologies-and-services/Asgard-subsea-gas-compression-system/
http://www.pgs.com/
http://www.cggveritas.com/
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¶ Data acquisition: seismic surveys are expensive to take and require months to get the 

results [I-ST-1, IT-ST]. In contrast, sensor data is easier to acquire and the trend is to 

increase the number of sensors in equipment, getting more data and in a more 

frequent basis [I-ST-1]. 

¶ Data analysis: seismic processing is computing-intensive, as discussed in section 2.2. 

Another concern is that the oil & gas industry normally do analytics with small 

datasets [I-CP-1]. 

¶ Data curation: IT infrastructures in oil & gas are very siloed, and data aggregation is 

not common [I-ST-1]. In this regard, [I-CP-1] advocates data integration to do 

analytics across datasets, while [T-McK] proposes to arrange industry partnerships to 

aggregate data. 

¶ Data storage: the oil & gas industry is in general good at capturing and storing data 

[I-CP-1]. However, [T-McK] claimed that 40% of all operations data was never stored 

in an oil plant case study. 

¶ Data usage: section 2.2 extensively describes the main uses of data in exploration and 

production activities, demonstrating the value of data in the oil & gas industry. 

Nevertheless, there is potential to do much more, according to the majority of our data 

sources. For instance, [T-McK] reported that, based on an oil plant case study, 99% of 

all data is lost before it reaches operational decision makers. 

2.5 BIG DATA ASSESSMENT 

In our fieldwork we have collected a number of testimonials, impressions and opinions about 

the adoption and challenges of big data in the oil & gas industry. With this input we have 

elaborated Table 19, containing the main insights and the statements that support them. 

 

Table 19 Assessment of big data in the oil & gas case study 

Insight Statement [source] 

Big data in oil & gas 

is in the early-middle 

stages of 

development 

Big data is still an emerging field and it has not yet changed the game in the 

oil & gas industry. This industry is a late adopter of big data [I-CP-1] 

 

Everybody is talking about big data, but this industry is fooling around and 

doing small data [T-McK]  

 

Big data is quite new for SUP [I-SUP-1] 

 

This industry is good at storing data, but not so much at making use out of it 

[I -CP-1] 

 

Oil and gas is still at the first stage of big data in the sense that it is being used 

externally but not to acquire knowledge for themselves. For example, lots of 

data about what happens when the drill gets stuck, but they are not using that 

data to predict the drill getting stuck. Structured data plus 

interpretation/models are not being converted into knowledge [FG] 

 

There are a lot of areas that can be helped by big data. How can we plan when 

to have a boat coming with a new set of pipes? [FG] 

 

Machine learning is beginning to be integrated into technical systems [FG] 

More data available 

in oil & gas 

In exploration, more sensors are employed, and microphones for collecting 

seismic data are permanently deployed at the seabed in some cases [I-ST-1] 
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Coil has hundreds of TBs from the Ekofisk area. Volume is an issue, since 

seismic datasets are growing [I-CP-1] 

 

PRM (Permanent Reservoir Monitoring) will push volume of seismic data 

from the Terabyte to the Petabyte region, due to more frequent data collection 

[I -CP-1] 

 

Soil has 8PB of data and 6PB are seismic. Seismic data are not structured and 

are stored in files [I-ST-1] 

 

The volume of sensor data is big (TBs and increasing), with little metadata [I-

ST-1]  

Variety and velocity 

are also important 

challenges 

Operations data is very varied, ranging from 3D models to sensor data, and 

velocity is also a challenge [I-ST-1] 

 

Any piece of equipment is identified with a tag, e.g. pipes, sensors, 

transmitters. On Edvard Grieg field there are approx. 100.000 tags. Eloin has 

10K unique instruments, each collecting approx. 30 different parameters on 

the average [I-LU-1] 

 

Scouting for hydrocarbons involves a huge analytical work in which the main 

challenges are volume, quality and, especially, variety [I-ST-1] 

 

A subsea factory is a very advanced equipment consisting of several 

connected processing components. It can generate 100s of high-speed signals 

(~10Kbps). Thus, it can easily generate 1 TB of data per day. It will typically 

use optical fibre connection with high bandwidth [I-SUP-1] 

Data overflow and 

visualization of data 

In the Macondo blowout in 2010 there was so much data that operators could 

not take an action in time. As humans we cannot deal with all the data [IT -

NOV] 

 

In operations the visualization of data is not sufficiently effective and 

comprehensible. Something is missing with respect to the user, even if you 

have a monitor, you need to interpret what is presented and the 

interconnections of data are not evident [I-ENI-1]  

 

There are lots of data coming in from different components. A challenge for 

the operator is how to pay attention to/align the information coming in on 15 

different screens. How to simplify this into manageable outputs? [FG] 

Analytics with 

physical models VS 

data-driven models 

An important question is how to do analytics. One classical way is to employ 

physical models. Another path is just looking for correlations [I-CP-1] 

 

We normally employ physical models, while another possibility is the use of 

data-driven models ï although their value has to be proven here. Soil is 

currently trying different models with the available data [I-ST-1] 

 

In some sectors there is the idea that you should ñlet the data speak for itselfò 

but in the more classical oil and gas approach, you will base the analytical 

models on equations and models (physics) [FG] 

 

We have tested the distinction between the physical models and the machine 

learning models. Two years ago, the physical models performed better, but the 

machine learning models are constantly evolving [FG] 

Resistance to change A lot of the technology is there, but the mindset is the main problem [IT-
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NOV] 

 

It is extremely difficult to change the drilling ecosystem because of the 

different players involved ï many of them are reluctant to introduce changes 

[I -ST-1] 

 

There are many possibilities to reduce production losses by analysing the data, 

but the business side is not ready yet to look into this [I-CP-1] 

Effectiveness of big 

data in oil & gas 

Everybody is trying to do big data, but the industry needs success stories to 

know what can be really done with big data. Right now, it is not easy to 

foresee what can be done; there are some analytics and time series analysis 

under way, but next level is to get real knowledge out of the data [I-SUP-1] 

 

Big data analytics introduces uncertainty, but we donôt have so much 

experience with big data so as to report concerns [I-CP-1] 

 

It costs something to analyse 2000 data points, and you have to have a good 

reason to invest in that analysis [FG] 

 

Our assessment reveals that the oil & gas industry is beginning to adopt big data: 

stakeholders are collecting as much data as possible, although there is some criticism about 

its actual usage in practice ï this suggests an awareness of the potential of big data in oil & 

gas. 

 

While this industry is quite familiar to high volumes of data, we can expect exponential 

growths in the near future, as new devices to track equipment and personnel performance are 

deployed everywhere and collecting more data than ever. Nevertheless, volume is not the 

only data challenge that the oil & gas industry is facing; variety and velocity are becoming 

increasingly important as more data signals are combined and analysed in real-time. 

Moreover, humans cannot deal with such amounts of data, requiring effective tools for 

visualizing, querying and summarizing data.  

 

Big data advocates propose to find correlations and patterns in the data, without requiring a 

preliminary hypothesis ï this is sometimes referenced as ñlet the data speakò.100 In contrast, 

the oil & gas industry relies on well-established physical models for doing analytics. This 

disjunctive between physical and data-driven models is currently under discussion in this 

domain. 

 

Still, there is some resistance to embrace big data practices and techniques in oil & gas. 

In many cases the technology is already available, but decision-takers are somewhat reluctant 

to introduce changes ï especially if business models are affected. Nonetheless, the 

effectiveness of big data has to be proved in oil & gas, and the industry needs success 

stories that showcase the benefits that can be reaped. 

3 ANALYSIS OF SOCIETAL  EXTERNALITIES  

3.1 ECONOMICAL EXTERNALIT IES 

                                                 
100 Viktor Mayer-Schönberger and Kenneth Cukier. Big data: A revolution that will transform how we live, 

work, and think. Houghton Mifflin Harcourt, 2013. 
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We include in Table 20 the economical externalities that we have found in the oil & gas case 

study. For each row we indicate the externality code from Table 55, the specific finding and a 

set of statements from the case study data sources that support it. 

 

Table 20 Economical externalities in the oil & gas case study 

Code Statement [source] Finding 

E-OO-BM-2 

 

There are specialized companies, like PGS, that perform seismic 

shootings [I -ST-1] 

 

Soil hires other companies for seismic shootings [I-ST-1] 

Data 

generation 

business 

model 

E-OO-BM-2 

 

There is a company from Trondheim that has created a database of 

well-related data (Exprosoft). This company is specialized in projects 

of well integrity. They gather data from a well and then compare it 

with their historical dataset using some statistics [I-LU-1] 

 

Wells are more complex and are monitored during their complete 

lifetime. Well data is processed by an external company [I-ST-1] 

Data 

analytics 

business 

model 

E-OO-BM-3 

 

Whoôs paying for the technology? It is necessary to find the business 

case, since technology-side is possible. The biggest challenge is the 

business model [IT-NOV] 

 

Drilling is a funny business; there are no incentives to drill faster [IT -

NOV] 

 

There are also economical challenges; we do not have a positive 

business case for deploying data analytics [FG] 

 

How can machine learning companies be players, given the 

complexity of the oil and gas industry? How can that happen and 

what will be the effects if that happens? [FG] 

Not clear 

data-based 

business 

models 

E-OO-BM-1 

 

Condition-based maintenance is an example of an ongoing 

collaboration with our clients [I-SUP-1] 

 

We have an agreement of 2 years for collaborating with vendors. 

They will collect data and learn from it, before migrating to 

condition-based maintenance [I-ENI-1] 

 

We are running pilots for condition-based maintenance; sometimes 

we do these pilots alone, and other times in collaboration with 

suppliers. As a result, we have now some equipment in production [I-

ST-1] 

Commercial 

partnerships 

around data 

E-OO-BM-1 

 

Data-enabled services can be commercialized on top of the 

equipment sold in order to provide improved services to the clients 

[I -SUP-1] 

 

Some suppliers want to sell services, not just equipment. This is 

because they earn more money with services and because they have 

the experts of the machinery [I-ST-1] 

 

As the manufacturers, suppliers are in the best position to analyse 

operational data [I-SUP-1] 

 

Suppliers are typically constrained to one ñsiloò, so they are not 

Suppliers are 

trying to sell 

data-based 

services 
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generally capable of working with big data. Even suppliers like 

General Electrics (which are good in big data) are limited due to this 

problem. In contrast, oil companies like Coil can provide a holistic 

view of operations, so they are more naturally capable of doing big 

data in this area [I-CP-1] 

E-PO-BM-1 

 

Norway aims to attract investors to compete in the petroleum 

industry. The FactPages constitutes an easy way to assess available 

opportunities in the NCS by making openly available production 

figures, discoveries and licenses [I-NCS-2] 

 

NPD began in 1998-1999 to publish open data of the NCS. This is a 

fantastic way to expose their data and make it available to all 

interested parties. Before that, companies directly asked NPD for 

data. NPD has always promoted the openness of data and resources. 

In this regard, NPD pursues to get as much as possible of the data [I-

NCS-1] 

 

Companies are also obliged to send the seismic data to the 

Government ï this is incorporated to NPDôs Petrobank, i.e. the 

Diskos database [I-ST-1] 

Open data as 

a driver for 

competition 

E-OO-BM-2 

 

Soil is reluctant to share data in exploration, but we have more 

incentives to share data in operations [I-ST-1] 

 

It could be risky to have access to all the operational data. Exposing 

commercial sensitive information is a concern for both petroleum 

operators (in terms of fiscal measures), and for suppliers in terms of 

equipment and service performance [I-SUP-1] 

 

Some oil operators do not share any data. However, there is an 

internal debate among operators about this position, and opening data 

is proposed to exploit added-value services [I-SUP-1] 

 

Operations data is not secret or confidential. We are not very 

protective as a community [I-LU-1] 

 

Since it is the operatorôs interest to give access to data to vendors, 

this is not an issue and access to data is granted [I-LU-1] 

 

There is a problem with different players (driller, operator, reservoir 

monitor) in the same place, but not sharing anything. How to 

integrate data that drillers do not have? [IT-NOV]  

Companies 

are 

somewhat 

reluctant to 

open data, 

but there are 

emerging 

initiatives 

 

With the advent of big data in oil & gas, new business models based on data have appeared. 

One of them is based on data generation, and we can find companies like PGS that are 

contracted by petroleum operators to perform seismic shootings. Moreover, datasets such as 

seismic surveys are traded in all stages of the oil & gas value chain. The data analytics 

business model is also getting traction: analytics are employed to improve equipment 

efficiency; some companies are selling specialized services such as well integrity or vibration 

monitoring; and new products based on data analytics are introduced to the market, e.g. 

Åsgard compressors.  

 

However, there are some challenges with the business models, requiring funds for 

investments or other incentives in order to introduce already available new technologies ï see 
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for instance the automated drilling user story in Section 1.2. In this regard, there are some 

incipient commercial partnerships around data. For example, petroleum operators and 

suppliers typically collaborate to apply condition-based maintenance to equipment. 

Moreover, surveillance centres for monitoring equipment require collaboration among field 

operators and suppliers ï see integrated monitoring centre in Table 18. 

 

Given that everybody is realizing the value of data, suppliers are trying to sell data-based 

services, not just equipment. Since access to data is contract-dependent, this situation creates 

some tensions. On the one hand, suppliers are in the best position to analyse operational data 

since they are the manufacturers of the equipment. On the other hand, suppliers are typically 

constrained to one domain (ñsiloò), while oil companies are in a better position to provide a 

holistic view of operations. 

 

NPD, the regulator of petroleum activities in Norway, plays a key role in facilitating the 

access to oil & gas data. In this regard, NPD closely collaborates with the industry to gather 

data about petroleum activities in the NCS. This way, NPD aims to promote competition 

among petroleum operators, embracing open data to facilitate access. This is especially 

important for small companies since collecting data is extremely difficult and expensive. 

Moreover, reporting obligations benefit the petroleum industry as a whole, avoiding 

companies to duplicate efforts on data collecting activities. 

 

Companies are also considering open data as an opportunity for commercial benefit. 

Specifically, operators have many incentives to share operations data since privacy concerns 

are low and there are many opportunities to obtain efficiency gains in operations. However, 

operators are reluctant to share data in exploration, since it is possible that other parties 

discover oil deposits. With respect to suppliers, they would prefer to keep the data for 

themselves, but this is not always possible since data normally belongs to the owner of the 

equipment (depending on the terms and conditions of the contract). As a result, there are 

ongoing open data pilots and sharing data collaborations, especially with operations data. 

3.2 SOCIAL &  ETHICAL EXTERNALITIES  

We include in Table 21 the societal & ethical externalities that we have found in the oil & gas 

case study. For each row we indicate the externality code from Table 55, the specific finding 

and a set of statements from the case study data sources that support it. 
 

Table 21 Social & ethical externalities in the oil & gas case study 

Code Statement [source] Finding 

E-OC-BM-3 

 

There are changes in hiring practices, requiring employees with 

the competences to use the data [FG] 

 

There are very few data scientists at Coil. We need more [I-CP-1] 

 

Data scientists are not getting into the oil & gas industry. Make a 

business case and then hire data scientists [T-McK] 

Need for data 

analyst jobs 

E-OC-ETH-10 

 

We use industrial data, not Twitter [IT-ST] 

 

With big data it could be possible to find who made a bad 

decision, e.g. a human operator [I-SUP-1] 

Personal 

privacy is not 

a big concern 

E-OO-DAT-3 

 

Opening up entails some risks. For instance, it could maybe be 

possible to extract sensitive data such as the daily production of a 

Cyber-attacks 

and threats to 
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field [I-SUP-1] 

 

Security/hacking is very much an issue for NPD. Oil & gas 

information is very important and NPD has a great responsibility. 

Indeed, companies have to keep trust on NPD. Thus, NPD takes 

many protective measures such as firewalls and security routines 

[I -NPD-1] 

 

Coil has lots of attacks from outside, although we have taken 

many security measures in IT. Indeed, NPD has instructed oil 

companies to take measures in this respect [I-CP-1] 

 

The O&G industry is exposed to cyber-threats. Some companies 

have received serious attacks; protection measures are needed! 

[IT -ST] 

secret and 

confidential 

datasets 

E-OC-ETH-1 

 

Big data can help to reduce incidents, e.g. the detection of oil 

leakages. DTS data can also improve safety when employed for 

reservoir monitoring [I-CP-1] 

 

Big data helps to give a clear picture of the field operation, and it 

facilitates the detection of oil leakages or equipment damage [I-

SUP-1] 

 

The control system has a lot of alarms and it is literally impossible 

to manually analyse them all. As an alternative, we can trust the 

software to automatically analyse them [I-CP-1] 

 

I do not see changes due to big data in safety [I-LU-1] 

 

Do we expose the environment for unwanted effects? Soil wants 

to know and to show that we donôt. We use cameras and sound 

recorders in the sea (close to the O&G plants), especially if there 

are big fisheries or corals nearby. We want to see if something bad 

is happening [IT-ST] 

 

We are beginning to monitor the seabed before operations. With 

this data, Soil can act faster if something is going wrong. We have 

mobile & fixed equipment capturing video and audio in real time. 

It can be employed in case of emergency and this data can be 

shared with others [T-ST] 

Big data can 

help to 

improve safety 

and 

environment 

E-OO-DAT-4 

 

The data ecosystem is complex, and there are many 

communication exchanges between oil companies and suppliers ï 

I think that nobody can give a complete overview of the data 

exchanges in place [I-CP-1] 

 

It is difficult to trust information coming out of the data if you do 

not have a clear relationship to the underlying reality and if it is 

not generated by your organisation [FG] 

 

Those who produce the data only give away aggregated data, and 

a selection of that aggregated data to specific users. If you want to 

trust the information that the system gives you, it can verify that 

the system is doing what it is supposed to [FG] 

Issues on 

trusting data 

coming from 

uncontrolled 

sources 
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There is a gap between data scientists and technical petroleum professionals that has not been 

bridged yet.101 Nevertheless, the oil & gas industry is becoming interested in hiring data 

analysts to exploit the potential of big data for the integration of large data volumes, to 

reduce operating costs and improve recovery rates and to better support decision 

management. 

 

In this domain, personal privacy is not a big concern and there is little value of social 

media. Nevertheless, it could be possible to find human errors by analysing operations data. 

In contrast, some datasets are highly secret and confidential, so cyber-security measures are 

quite important  and have been adopted through the whole industry ï NPD provides 

guidelines for securing IT infrastructures. 

 

Traditionally, safety and environment concerns have been pivotal for petroleum activities in 

the NCS and there are high standards to comply with safety and environment requirements. 

Big data can help to reduce environmental impacts by the early detections of incidents, 

e.g. oil leakages, and by improving equipment efficiency, e.g. through condition-based 

maintenance. There are also pilot initiatives ï see the environment surveillance user story in 

Section 1.2 ï that can be highly valuable to assess the impact of oil extraction activities and 

to act faster in case of an accident. 

 

There is also a trust issue with data coming from uncontrolled sources. This is especially 

relevant when aggregating data or when applying data-driven models. 

3.3 LEGAL EXTERNALITIES  

We include in Table 22 the legal externalities that we have found in the oil & gas case study. 

For each row we indicate the externality code from Table 55, the specific finding and a set of 

statements from the case study data sources that support it. 
 

 

Table 22 Legal externalities in the oil & gas case study 

Code Statement [source] Finding 

E-PO-LEG-1 

 

NPD has an important regulation role in the petroleum industry. 

Existing regulation is the result of many years working very 

closely with operators. They have held many discussions upfront 

to facilitate this process. Moreover, NPD tries to not ask too 

much from companies. As a result, companies do not complain 

about existing regulation [I-NPD-1] 

 

A license can include the seismic data that is shared by every 

partner in the joint venture. Indeed, this is highly regulated in the 

joint venture [I-ST-1] 

Mature oil & 

gas regulation in 

Norway 

E-PO-LEG-1 

 

The ownership of operation data is dependent on the contract. 

Sometimes Soil can get less data than is captured, while more 

data could go to suppliers. This applies to well drilling data and 

to the machinery on top of a field. This is a complicated 

ecosystem [I-ST-1] 

 

Legislation of data is still unclear [I-SUP-1] 

Regulation of 

big data needs 

clarification 

                                                 
101 Adam Farris. ñHow big data is changing the oil & gas industry.ò Analytics Magazine, November/December 

2012, pp. 20-27. 
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There is no clear thinking about the regulations with respect to 

big data yet, and these must be clarified in order to deal with 

issues around liability, etc. [FG] 

 

Making raw data regulated is something that has to be judged on 

the criticality of the risk. Ideas like black boxes could carry over 

into this industry because the risks of malfunction can be so 

severe [FG] 

E-PO-LEG-1 

 

Data ownership is regulated by the terms and conditions ï the 

owner of the equipment is commonly the owner of the data [I-

LU-1] 

 

Data will be more contract-regulated [FG] 

 

Data ownership is also a key issue. Those who produce the data 

only give away aggregated data, and a selection of that 

aggregated data to specific users [FG] 

Data ownership 

is key and will 

be heavily 

regulated 

 

Petroleum activities in Norway rely on a mature regulation framework that enforces the 

separation of policy, regulatory and commercial functions. The Petroleum Act102 provides 

the general legal basis for the licensing that governs Norwegian petroleum activities. This is 

the result of many years of close collaboration of NPD with field operators. These have 

reporting obligations for seismic and production data, but receive support on legislation about 

safety, licensing and other issues. As a result, all players have trust in NPD and accept their 

obligations in the petroleum industry. 

 

While production and seismic data are highly regulated by the authorities, other datasets, e.g. 

operations data, are normally regulated by the terms and conditions of a contract. In this 

regard, the owner of data is normally the owner of the equipment that produces the data. 

There are some exceptions, though ï for instance, drilling companies normally collect the 

raw data that is then supplied to operators. Therefore, legislation of big data aspects 

requires additional clarification . Indeed, industry stakeholders are becoming increasingly 

aware of the value of data, so ownership of data will possibly be subject of contention.  

3.4 POLITICAL EXTERNALITI ES 

We include in Table 23 the political externalities that we have found in the oil & gas case 

study. For each row we indicate the externality code from Table 55, the specific finding and a 

set of statements from the case study data sources that support it. 
 

Table 23 Political externalities in the oil & gas case study 

Code Statement [source] Finding 

E-OO-DAT-2 

 

Data availability is an issue in international projects in which 

Soil does not know much about the EarthObvslogy. In these 

cases, we try to buy data from other companies that have a 

strong presence in the surrounding area [I-ST-1] 

Data is a valuable 

asset traded 

internationally 

E-PP-LEG-2 

 

There is a lot of legislation to take care of. Legislation is 

different for each country, but there are some commonalities. 

For example, the data has to be kept at the country of origin, 

Need to 

harmonize 

international 

                                                 
102 Act No. 72 of 29 November 1996 relating to petroleum activities. 
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although it is commonly allowed to copy data [I-ST-1] legislation w.r.t. 

data  

E-OO-BM-5 

 

Some of the main suppliers, [é], have become big data 

experts [I-ST-1] 

Some suppliers 

are becoming 

leaders in big data 

 

Since the oil & gas industry requires high investments, operators and suppliers are normally 

international organizations with businesses in many countries. Oil operators purchase data 

(especially seismic) from other companies with a strong presence in the surrounding areas in 

order to carry out exploration and scouting activities. Data is thus becoming a valuable 

asset that is traded internationally.  

 

International legislation is problematic for oil companies, since different laws apply to 

each country. Nevertheless there are some commonalities; seismic data has to be kept at the 

country of origin, although oil operators are normally allowed to make a copy of the data. 

 

Finally, some of the main petroleum suppliers, [é], have become big data experts and 

are thus especially interested in selling data services, not just equipment.  

4 CONCLUSION 

The oil & gas domain is transitioning to a data-centric industry. There is plenty of data, 

especially due to the deployment of sensors everywhere, but also many technical challenges 

to undertake. Some of the most striking ones include data analytics, data integration and data 

visualization. While big data still needs to prove its effectiveness in oil & gas, the industry is 

beginning to realize its potential and there are many ongoing initiatives, especially in 

operations. With the current oil price crisis, big data is an opportunity to reduce operational 

costs, to improve the extraction rates of reservoirs ï through optimized decision-taking 

processes ï and even to find more oil in exploration activities.  

 

In our case study we have identified a number of economical externalities associated with the 

use of big data in oil & gas: data generation and data analytics business models are beginning 

to get traction, there is a number of commercial partnerships around data and the Norwegian 

regulator has embraced open data in order to spur competition among oil operators. However, 

companies are still reluctant to share their data, despite some emerging initiatives. Moreover, 

existing business models have to be reworked in order to promote the adoption of big data. 

 

In the positive side of social and ethical externalities, safety and environment concerns can be 

mitigated with big data, personal privacy is not problematic in oil & gas and there is a need of 

data scientist jobs ï though operators and other types of jobs might be less demanded. On the 

negative side, cyber-security is becoming a serious concern and there are trust issues with 

third-party data and data-driven analytics. 

 

The petroleum industry benefits from a mature regulation framework in Norway, although 

regulation of data requires further clarification. Moreover, companies are increasingly aware 

of the value of data and we can expect contention about data ownership. Many companies in 

the oil business are multinationals, so there is a need to harmonize international legislation 

with respect to data. Indeed, some vendors are becoming leaders in big data, and the rest 

should embrace big data in order to succeed in the future.  
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ENVIRONMENT CASE STU DY REPORT - FOR SOUND SCIENCE TO SHAPE 

SOUND POLICY 

SUMMARY OF  THE CASE STUDY 

The environment case study has been conducted in the context of an earth observation data 

portal (EarthObvs), a global-scale initiative for better understanding and controlling the 

environment, to benefit Society through better-informed decision-making. This has given us 

an excellent test bed for investigating the societal externalities of Big Data in the environment 

sector. 

 

We have interviewed six senior data scientists and IT engineers in the EarthObvs community, 

as well as in the modelling and the meteorological communities. We have also conducted a 

focus group with environment experts and attended a workshop targeted at EarthObvs 

Science and Technology stakeholders. With such input we have compiled information about 

the main data sources, their uses and data flows, as well as the more noticeable challenges in 

the environment. 

 

The authoritative EarthObvs and a Space Observation portal SPObvs) are the typical sources 

of data (mainly from remote sensing), however there is a growing interest in non-

authoritative data, such as crowdsourcing, and in synthetic data from model outputs. Myriads 

of applications make use of environmental data, and data flows may be virtually 

unconstrained, from the producers to the consumers, passing by multiple independent 

processors. Institutional arrangements and policies are the fundamental regulatory aspect of 

environmental data exchange. These can range from application-specific Service Level 

Agreement, to overarching policies, such as the EarthObvs Data Sharing Principles. The main 

challenges reported include data access, and Open Access policies are considered effective 

also to mitigate other technical issues. In general, there is a perception that technical 

challenges are easy to overcome and that policy-related issues (above all, data quality) are the 

real hindrance to Big Data in the environment sector. 

 

Positive economical externalities associated with the use of big data in the environment 

include economic growth and better governance of environmental challenges ï the negative 

ones comprise the possibility of putting the private sector (and especially big players) to a 

competitive advantage. On the positive side of social and ethical externalities, data-intensive 

applications may increase awareness and participation; on the negative side, big-brother-

effect and manipulation, real or perceived, can be problematic. With respect to legal 

externalities, regulation needs clarification, e.g. on IPR. Finally, political externalities include 

the risk of depending on external sources, particularly big players, as well as EarthObvs 

political tensions. 

1 OVERVIEW  

The environment, including the Earthôs atmosphere, oceans and landscapes, is changing 

rapidly, also due to the increasing impact of human activities. Monitoring and modelling 

environmental changes is critical for enabling governments, the private sector and civil 

society to take informed decisions about climate, energy, food security, and other challenges. 

Decision makers must have access to the information they need, in a format they can use, and 

in a timely manner. Today, the Earth is being monitored by land, sea, air and Space. 
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However, the systems used for collecting, storing, analysing and sharing the data remain 

fragmented, incomplete, or redundant. 

 

The BYTE case study in the environment sector has centred on an Earth Observation 

Development Board (EODB) of a group on Earth Observation (EarthObvs). We have sought 

the assistance of EarthObvs-EODB in identifying the potential externalities that will arise due 

to the use of Big Data in the environment sector. To this end, we were interested in scoping 

the possible implications of environmental data-intensive applications on Society. 

 

The methodology used to conduct the case study derives from the generic BYTE case study 

methodology,103 based on: 

¶ Semi-structured interviews; 

¶ Document review; 

¶ Disciplinary focus groups. 

1.1 STAKEHOLDERS , INTERVIEWEES AND OTH ER INFORMATION SOURC ES 

With over 90 members and a broadening scope, EarthObvs is not just specific to Earth 

Observation, but is evolving into a global venue to support Science-informed decision-

making in nine environmental fields of interest, termed Societal Benefit Areas (SBAs), which 

include Agriculture, Biodiversity, Climate, Disasters, Ecosystems, Energy, Health, Water, 

and Weather. Furthermore, EarthObvs is in an important item in the EC agenda. 

 

For a decade now, EarthObvs has been driving the interoperability of many thousands of 

individual space-based, airborne and in situ Earth observations around the world. Often these 

separate systems yield just snapshot assessments, leading to critical gaps in scientific 

understanding. 

 

To address such gaps, EarthObvs is coordinating the realization of a universal earth 

observation system (EOSystem), a global and flexible network of content providers providing 

easy, open access to an extraordinary range of data and information that enable an 

increasingly integrated view of our changing Earth. From developed and developing nations 

battling drought and disease, to emergency managers making evacuation decisions, farmers 

making planting choices, companies evaluating energy costs, and coastal communities 

concerned about sea-level rise, leaders and other decision-makers require this fuller picture as 

an indispensable foundation of sound decision-making. 

 

The first phase of EOSystem, implementation will end in 2015. A new work plan for the 

second phase (2016-2025) is under definition. EOSystem already interconnects more than 

thirty autonomous infrastructures, and allows discovering and accessing more than 70 million 

of extremely heterogeneous environmental datasets. As such, EOSystem had and has to face 

several challenges related to Big Data. 

 

The EarthObvs-EODB is responsible for monitoring progress and providing coordination and 

advice for the five Institutions and Development Tasks in the EarthObvs 2012-2015 Work 

Plan. These five Tasks address ñEarthObvs at workò and the communityôs efforts to ensure 

that EOSystem is sustainable, relevant and widely used; they focus on reinforcing data 

sharing, resource mobilization, capacity development, user engagement and science and 

                                                 
103 Guillermo Vega-Gorgojo, Grunde Løvoll, Thomas Mestl, Anna Donovan, and Rachel Finn, Case study 

methodology, BYTE Deliverable D3.1, BYTE Consortium, 30 September 2014. 
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technology integration. The Board is composed of around 20 members and includes experts 

from related areas. A partial list of EarthObvs-EODB stakeholders is shown in Table 24, 

according to the categorization of the BYTE Stakeholder Taxonomy.104 Note that private 

sector organisations participate in EarthObvs as part of their respective national membership 

[WS]. 

 

Table 24 ï Organizations involved in the environment case study 

Organization Industry 

sector 

Technology 

adoption stage 

Position on data 

value chain 

Impact of IT in 

industry 

EC Public Sector 

(EU) 

Early majority Usage Support role 

EEA Public Sector 

(EU) 

Early majority Analysis 

Curation 

Usage 

Factory role 

EPA Public Sector 

(USA) 

Early majority Analysis 

Curation 

Usage 

Factory role 

EuroEarthObvsS

urveys 

Public Sector 

(EU) 

Late Majority Acquisition  

Analysis 

Curation 

Usage 

Factory role 

EUSatCen Public Sector 

(EU) 

Early Adopters Acquisition 

Analysis 

Curation 

Storage 

Usage 

Strategic role 

IEEE Professional 

association 

Innovators Acquisition 

Analysis 

Curation 

Storage 

Usage 

Strategic role 

NASA Space (USA) Innovators Acquisition 

Analysis 

Curation 

Storage 

Strategic role 

SANSA Space (South 

Africa) 

Innovators Acquisition 

Analysis 

Curation 

Storage 

Strategic role 

UNEP Public Sector Late majority Analysis 

Curation 

Storage 

Usage 

Turnaround role 

 

We have tailored the questions of the semi-structured interview proposed in the methodology 

to the EarthObvs community, and arranged interviews with the leaders of the EarthObvs-

OEDB tasks, compatibly with their availability, as well as the more general point of view of 

the EarthObvs Secretariat, interviewing a senior officer (seconded by a major space agency). 

We also sought to capture the viewpoints of a senior data manager from the climate/Earth 

                                                 
104 Edward Curry, Andre Freitas, Guillermo Vega-Gorgojo, Lorenzo Bigagli, Grunde Løvoll, Rachel Finn, 

Stakeholder Taxonomy, BYTE Deliverable D8.1, BYTE Consortium, 2 April 2015. 
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System modelling community, possibly the most data-intensive application in the 

environment sector, insofar not particularly involved in EOSystem; and that of a senior 

professional meteorologist, responsible for 24/7 operational production of safety critical 

products and emergency response activities. The profiles of the interviewees are shown in 

Table 25 ï again, we have followed the classification guidelines in the Stakeholder 

Taxonomy.105 The ñOrganizationò column indicates the main affiliations of the interviewees. 

Note that I-2 has responded both as a member of the Academic Science & Technology 

community and as a C-level executive of a Small and Medium Enterprise. 

 

Table 25 ï Interviewees of the environment case study 

Code Organization Designation Knowledge Position Interest 

I-1 EarthObvs-

OEDB/UNEP 

Scientist High Moderate Supporter Average 

I-2 EarthObvs-

OEDB/IEEE/ 

private SME 

Senior scientist/ 

CEO 

Very high Supporter Very high 

I-3 EarthObvs-

OEDB/private 

SME 

CEO High Supporter Very high 

I-4 EarthObvs/JAXA Senior officer Very high Supporter Very high 

I-5 DKRZ Data manager Low Moderate Supporter Average 

I-6 Met Office IT Fellow Average Moderate Supporter Average 

 

Besides the interviews, we have resorted to additional data sources to integrate the case-study 

research. Thanks to a favourable timing, we have taken the opportunity to complement our 

interviews with first-hand input from the EOSystem Science & Technology community, by 

participating in the 4th EOSystem S&T Stakeholder Workshop, held on March 24-26 in 

Norfolk (VA), USA. Besides, as per the BYTE case study methodology,106 we have held a 

focus group meeting on April 13th, in Vienna. This event was co-located with the European 

EarthObvssciences Union General Assembly Meeting 2015,107 with the aim of more easily 

attracting experts and practitioners on Big Data in the environment sector. Table 26 provides 

an overview of such additional data sources. 

 

Table 26 ï Additional data sources in the environment case study 

Code Source Event Description 

WS 8 EOSystem S&T 

stakeholders, including 

SANSA, IEEE, APEC Climate 

Center, Afriterra Foundation, 

CIESIN; 1 BYTE member 

4th EOSystem Science 

and Technology 

Stakeholder Workshop, 

24-26 March, Norfolk 

(VA), USA 

The organization has 

offered us the opportunity 

to chair and tailor one of 

the sessions on emerging 

revolutions challenges 

and opportunities (i.e. 

Breakout Session 1.1: 

Cloud and Big Data 

Revolutions, on 

Wednesday 25 March) to 

                                                 
105 Edward Curry, Andre Freitas, Guillermo Vega-Gorgojo, Lorenzo Bigagli, Grunde Løvoll, Rachel Finn, 

Stakeholder Taxonomy, BYTE Deliverable D8.1, BYTE Consortium, 2 April 2015. 
106 Guillermo Vega-Gorgojo, Grunde Løvoll, Thomas Mestl, Anna Donovan, and Rachel Finn, Case study 

methodology, BYTE Deliverable D3.1, BYTE Consortium, 30 September 2014. 
107 http://www.egu2015.eu/ 

http://www.egu2015.eu/
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BYTE needs 

FG 6 experts from academia, 

research, industry in 

environment and 

EarthObvsspatial sector, 

including GSDI, JAXA, ESA, 

AIT; 5 BYTE members 

BYTE Focus Group 

Meeting, 13 April 2015, 

Vienna (Austria) 

Focus group meeting on 

Big Data in the 

environment sector 

 

The 4th EOSystem S&T Stakeholder Workshop was promoted by IDIB task ID-03: 

 

Advance EOSystem through integration of innovations in Earth observation science and 

technology, also enabling the research community to fully benefit from EOSystem 

accomplishments. Promote research and development (R&D) in key areas of Earth sciences 

to facilitate improvements to Earth observation and information systems, and support the 

transition of systems and techniques from research to operations. Engage with a wide range 

of science and technology communities including individual scientists and their institutions, 

both public and private. 

 

Participants included technology developers; experts in data management, integration, and 

analysis; developers of knowledge systems and concepts for the linkage between decision-

making and knowledge; and user representatives. The workshop has focused, among others, 

on the rapid development in (big) data availability, not only from traditional sensors but also 

from a variety of human sensors, the developing Internet of Things (IoT) and Internet of 

Everything (IoE) scenarios, and the output of increasingly more advanced models. The 

outcomes of the workshop include position papers on various aspects of the future 

EOSystem, including the handling of the emerging ñdata super novaò. 

 

The disciplinary focus group meeting had the purpose to gain greater insight into the data, 

technologies, applications and potential positive and negative impacts that may result from 

the use of Big Data in the environmental sector. Focus group participants have been selected 

to ensure the participation of individuals with expertise in environmental data, technology, 

computer science, EarthObvsspatial standardisation, the space sector, as well as privacy and 

data protection, open data policies, relevant policy issues such as funding and innovation. The 

focus group meeting agenda is reported in Appendix C and included a debriefing on BYTE 

preliminary results and two sessions of discussion in three small groups, reporting to the 

overall attendance. 

 

Along this report we profusely include statements from the case study sources ï especially in 

the summary tables, but also within the main text ï to support our findings. In all cases we 

employ the codes included in Table 25 and Table 26 to identify the source. 

1.2 ILLUSTRATIVE USER STO RIES 

Damage assessment in buildings [FG] 

In urban environments, remote sensing allow monitoring fine displacement of buildings, due 

to subsidence, shrinking, etc. High-resolution satellite data, especially when coupled with 

Building Information Models help assessing potential vulnerabilities and prevent damages 

before they actually happen. This is also a typical use case in emergency response situations, 

such as post-earthquake damage assessment, etc. 
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Renewable energy forecast [FG] 

Specific sensors and algorithms allow estimating the amount of snow cover on a given 

mountain area; this information can be fed into hydrological and climatological models, 

which can compute an estimation of the melting process, and the resulting water flow, for 

example in a particular river basin, which in turn can be chained to other model, to support 

forecasting the power that will be produced in the future by a hydropower plant, and made 

available to a community. 

 

Drug traffic monitoring [FG] 

In a real-world use case, ESA cooperated with the US Administration to fight drug traffic 

from Mexico to the North-American coasts. Drug cartels used powerful off-shore boats 

running at full speed in the Gulf of Mexico, to smuggle drug and other illegal material. Given 

the extension of the potential crime scene and the technical characteristics of the boats in use, 

it was very difficult for the police authorities to effectively patrol and repress such activities. 

Thanks to high-resolution Earth Observation (EO) data, and to appropriate image recognition 

processes calibrated to spot the typical pattern created by a high-speed off-shore boat in the 

sea waves, a space observation portal was able to help deploying and directing the available 

resources more effectively (unfortunately, maybe also as a consequence of this success story, 

the cartels have been known for a while to utilize submarines). 

2 DATA SOURCES, USES, FLOWS AND CHALLENGES  

Part of our field work has aimed at investigating the main processes of interest in the 

environment use-case, elucidating their inputs in terms of data sources, acting parties, and 

policies (see Figure 1). This chapter reorganize the material according to the activities of the 

BYTE Big Data Value Chain108, and highlights the main related technical challenges. 

 

 
Figure 1 ï Input model of a process in the environment use-case 

2.1 DATA SOURCES 

The main data sources identified by our case-study participants during our fieldwork are 

summarized in Table 27. 

 

Table 27 ï Main data sources of the environment case study 

Data source Used in Big data 

dimensions 

Other remarks 

                                                 
108 Edward Curry, et al. Op. Cit., p. 18. 
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Space component 

(satellite data, etc.) 

Modelling 

Information 

extraction 

Analysis 

 

Volume 

Velocity 

Variety 

Value 

Cf. Copernicus109 and the ESA 

Big Data from Space 

initiative110 

In-situ component 

(rain gauges, buoys, 

etc.) 

 

Modelling 

Information 

extraction 

Analysis 

 

Volume 

Velocity 

Variety 

Value 

Openness still unsolved [FG] 

 

Service component 

(models, etc.) 

 

Modelling 

Information 

extraction 

Analysis 

 

Volume 

Velocity 

Value 

Veracity 

[FG] 

Cadaster/Utilities 

infrastructure data 

(BIM)  

 

Planning 

Infrastructure 

 

Value 

Veracity 

[FG] 

Open Data / Public 

Sector Information 

(PSI) 

 

Governance 

Reporting 

Value 

Veracity 

[FG] 

Archives, historical 

data (e.g. maps), 

archaeological data 

 

Planning 

Culture 

 

Variety 

Veracity 

[FG] 

Government 

agencies 

 

Demographics 

Integration policies 

Value 

Veracity 

[FG] 

Time series of EO 

products (e.g. for 

climate or weather 

studies) and EO 

mission data 

Information 

extraction 

Analysis 

 

Volume 

Velocity 

Examples in EOSystem: 

 

AIRS/Aqua Level 3 Daily 

standard physical retrieval 

(2007-2014) 

TOMS/Nimbus-7 Total Ozone 

Aerosol Index UV-Reflectivity 

UV-B Erythemal Irradiances 

Daily L3 Global 1x1.25 deg 

V008 (TOMSN7L3) (1978-

1993) 

 

[FG] 

 

Ozone hole was derived from 

the long term archive data sets 

by NASA and US observations 

[I -4] 

 

                                                 
109 Anna Donovan, Rachel Finn, Kush Wadhwa, Lorenzo Bigagli, Guillermo Vega Gorgojo, Martin 

EarthObvsrg Skjæveland, Open Access to Data, BYTE Deliverable D2.3, BYTE Consortium, 30 September 

2014, p. 55. 
110 Rachel Finn, Anna Donovan, Kush Wadhwa, Lorenzo Bigagli, José María García, Big data initiatives, BYTE 

Deliverable D1.3, BYTE Consortium, 31 October 2014, p. 30. 
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Linked data: 

observations and 

indicators  

Information 

extraction 

Analysis 

 

Variety 

Value 

Veracity 

 

Example: 

  

European Environment Agency 

(http://www.eea.europa.eu/data-

and-maps) accessible through 

SPARQL interface 

 

[FG] 

 

Web, social media Citizen Science 

Sentiment/trend 

analysis 

Early warning 

Crisis response 

Variety 

Veracity 

 

[FG] 

 

EOSystem considering social 

networking as source of data? 

Examples: Twitter indications 

of quake extent [WS] 

 

Analysing the web content to 

determine socio-economic and 

environmental information and 

knowledge needs and societal 

benefits of Earth observations 

[I -2] 

 

Volunteered 

EarthObvsgraphic 

Information (VGI), 

crowdsourcing 

 

Citizen Science 

Analysis 

 

Velocity 

Variety 

Value 

Veracity 

[FG] 

Internet of People 

(e.g., health 

monitoring), Internet 

of Things, Internet of 

Everything 

Automation 

Information 

extraction 

Analysis 

 

Velocity 

Variety 

Value 

Veracity 

IoT and IoP ð and the 

ñInternet of Locationò ð are 

already becoming part of 

EOSystem [WS] 

 

There is a need for more 

environmental information that 

depends on the use and 

integration of Big Data. This 

will lead to more Big Data 

solutions. The emergence of 

IoT will further support this [I-

2] 

 

 

The EarthObvs and a space observation portal have been recognized as primary sources of 

data, obviously mainly from remote sensing [FG]. The characteristics of the data available 

through these resources may differ widely: the size may range from the few KB of a vector 

dataset representing administrative borders, to the GB of a raster coverage resulting from 

some elaboration, to the PB typical of raw satellite swats by the space observation portal; the 

timestamp of the data may range from the 70ôs onward, including the future, for model 

outputs. Most of the space observation portalôs Earth Observation datasets are available 

online free of charge. Some data products (e.g. Synthetic Aperture Radar data) are even 

generated on demand, after a specific user requests, also free of charge. The EarthObvs portal 

provides access to most of the above data sources (Space component, In-situ component, 

http://www.eea.europa.eu/data-and-maps
http://www.eea.europa.eu/data-and-maps
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Open Data/PSI, Government agencies, Time series, VGI, crowdsourcing, IoT), classified. 

Figure 2 summarizes the data records indexed by the EarthObvs portal catalogue. Future 

expansions will conceive Linked data and the Service component (models, etc.), for the nine 

EOSystem SBAs (Agriculture, Biodiversity, Climate, Disasters, Ecosystems, Energy, Health, 

Water, Weather). 

 

It was noted that all these data sources have a high commercial value [FG]. However, the 

main data sources are publicly paid and are thus open and free [FG]. This is consistent with 

the current investments in public-funded initiatives on Open Data / PSI. 

 

 
Figure 2 ï Datasets available through the EARTHOBVS portal  

Our fieldwork confirmed the expectation111 that benefits could be gained by sharing and 

integrating the data generated by people, and that also in-situ observatories, including 

crowdsourcing-oriented platforms and mobile tools, providing a large amount of small 

heterogeneous datasets, will require Big Data tools in place. 

 

In fact, the interest for ñunstructuredò data sources, such as the Web, social media, VGI and 

crowdsourcing listed in the table above, seems to be growing in the environment sector: there 

are many ways of using social media both directly as sensors, but also as some sort of 

metadata or data that you combine as relevant to the environment [I-3]. One example is the 

Citizen Observatory Web (COBWEB)112 project. 

 

                                                 
111 Rajendra Akerkar, Guillermo Vega-Gorgojo, Grunde Løvoll, Stephane Grumbach, Aurelien Faravelon, 

Rachel Finn, Kush Wadhwa, Anna Donovan, Lorenzo Bigagli, Understanding and mapping Big Data, BYTE 

Deliverable D1.1, BYTE Consortium, 31 March 2015, p. 50. 
112 https://cobwebproject.eu/  

https://cobwebproject.eu/
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The modelling community, as was to be expected, seems less interested in this kind of 

engagement: Citizen Science is not what we do at DKRZ. Maybe one day DKRZ will be 

"require[d] to enable access and analysis of the immense amount of social and environmental 

observation data stream that is collected from intelligent sensors and citizens..." into its 

numerically generated climate Big Data (i.e. big volume but homogeneous), however, this is 

not yet discussed (or at most in projects such at RDA or EUDAT, but not seriously envisaged 

presently) [I-5]. 

 

In summary, there is a stress on the heterogeneity of environmental data, gathered from 

hundreds of countries, several thousand locations, ships, aircraft, land vehicles, satellites [I-

6]. Besides, the interlinking of data (e.g. time series, as a special case linking along the time 

dimension) is seen as a source of new data, providing unexpected insights, especially when 

typical data sources are couple with non-authoritative, unstructured data, such as social 

media. It is worth underlying that Europe seems to be leading the Big Data innovation (or 

revolution) in the EarthObvs spatial sector. 

2.2 DATA USES 

Value chain analysis can be applied to information systems, such as EOSystem, to understand 

the value-creation of data technologies. Table 28 contextualizes some of the activities of the 

BYTE Big Data Value Chain113 to the environment case study, in relation to the main 

stakeholders and/or use cases. For example, Environmental Agencies, as intermediate users 

of environmental data, typically make use of data acquired from sensor networks. EOSystem 

is mainly related to the final phase of the Value Chain, i.e. the Data Usage phase, as it 

specifically targets the Society and the decision-makers, which are the end users of the Big 

Data Value Chain in the environment sector. 

 

Table 28 ï Main uses of data in the environment case study 

DATA ACQUISITION  

Data streams National/International Space Agencies (space observation portal and to 

some extent NASA) [FG] 

 

Remote sensing industry [FG] 

 

Sensor networks Government Agencies (Environmental Agencies) [FG] 

 

DATA ANALYSIS  

Community data 

analysis 

Typical business is to combine data and do some reporting for the 

municipality [FG] 

 

Statistics/reporting [FG] 

 

Cross-sectorial data 

analysis 

Data integration leading to liveable design [FG] 

 

Information extraction 

Stream mining 

Fisheries, mining, oil & gas [FG] 

 

Linked data 

Semantic analysis 

Inventories of data and user needs [FG] 

 

DATA CURATION  

Interoperability Combining different pieces of data, e.g. near real-time data and historical 

                                                 
113 Edward Curry, et al. Op. Cit., p. 18. 
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data [FG] 

 

Federation and sharing of data [FG] 

 

Community / Crowd Local committees, citizens [FG] 

 

Data quality 

Trust /Provenance 

ICSU CODATA works to improve the quality, reliability, management and 

accessibility of data of importance to all fields of science and technology 

[FG] 

 

Incentivisation 

Human-Data Interaction 

E-infrastructure ï needed to support open access, legal interoperability, 

education/changing data culture [WS] 

 

The CMIP community propagated open access even for commercial use, 

with some success; the number of institutes that agree to a free Terms of 

Use increase [I-5] 

 

DATA USAGE  

Prediction Crisis, impact forecasting [FG] 

 

Insurance [FG] 

 

Meteo forecast / nearcast [FG] 

 

Final information would be predicted information [I-4] 

 

Decision support Huge processing demands caused by crisis [FG] 

 

Civil protection agencies [FG] 

 

Disaster (flooding, thunderstorm, tsunami, earthquakes, wildfires, 

hurricane, hydrology) [FG] 

 

In-use analytics In-place processing (Container idea / object-oriented computing / on-line 

processing of streaming data) [FG] 

 

Use of internet locality, temporality, to identify uses [FG] 

 

Domain-specific usage Farmers, tourism sector, food industry [FG] 

 

Control Traffic, Anti-terrorism [FG] 

 

Policy Enforcement, Global monitoring and control of international 

agreements (KYOTO, NPT, UN Sustainable Development Goals) [FG] 

 

Planning & Control [FG] 

 

Modelling 

Simulation 

Comprehensive virtual representation of the planet (cf. International 

Society for Digital Earth) [FG] 

 

Ozone hole ï Climate Change [FG] 
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The original scope of EOSystem is making Earth observation resources available for better-

informed decision-making, particularly in the nine SBAs: Agriculture, Biodiversity, Climate, 

Disasters, Ecosystems, Energy, Health, Water, and Weather. From this perspective, the uses 

of EOSystem have focussed on disaster relieve, support to humanitarian actions, and similar 

initiatives, typically carried on by public bodies. Examples of the myriads of applications that 

have been realized by means of EOSystem services and data include: 

¶ Forecasting meningitis outbreaks in Africaôs ñmeningitis beltò, to help the World 
Health Organization to target its vaccination programs; 

¶ Providing images free-of-charges to farmers, resource managers and other users so 

that they can monitor changes in critical environmental variables such as crop growth 

conditions, crop area and production; 

¶ Integrating ground observations with satellite data to provide accurate maps of the 

forest canopy and estimates of forest biomass and carbon content. 

 

At present, there is a trend for EarthObvs to evolve into a global venue to support Science-

informed decision-making in general, with a growing attention for the industry sector, and for 

the private sector in general. This may prelude to more commercially-oriented uses of 

EOSystem data in the future. 

 

Moreover, the IDIB is specifically tasked with capacity building, including human resources, 

particularly in less-developed countries. This is an important use-case of EOSystem, 

implemented in programs such as AfriEOSystem114. 

2.3 DATA FLOWS  

As a System of Systems, Eosystem is conceived to scale up and accommodate an ever-

increasing amount of environmental data and services, offered and consumed by the various 

EarthObvs participants. Data flows may be virtually unconstrained, originating by one or 

more data providers, flowing through as many intermediate processes as necessary, before 

reaching the final user, be it a human or a machine: data is conceived more like streams being 

continuously generated and collected. 

 

To support this, EOSystem is based on a Service-Oriented Architecture (SOA) and on 

resource virtualization patterns such as Infrastructure-As-A-Service, Platform-As-A-Service, 

etc. This is typical of modern Spatial Data Infrastructures (SDIs), like for example the Helix 

Nebula115 ecosystem for satellite data, referenced by one of the case study participants: in this 

ecosystem there are data providers, research institutions providing knowledge (from the 

analysis of data), EarthObvs app providers, service providers and customers that consume 

information [FG], backed by a Cloud Computing Infrastructure, which ultimately provides 

physical and organisational structures and assets needed for the IT-related operation of 

research institutions, enterprises, governments and society. 

 

In addition, EOSystem provides a central service framework, termed the EOSystem Common 

Infrastructure (GCI), which is the primary tool where the interaction between data providers 

and users are materialized. As depicted in Figure 3, the GCI provides a set of capabilities to 

enable information sharing between multiple data sources and multiple data users. These 

include a portal, resource registration services, and a number of mediating services, named 

                                                 
114 http://www.earthobservations.org/afriEarthObvsss.php 
115 http://www.helix-nebula.eu/ 
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brokers, which transparently address any technical mismatches, such as harmonization of 

data and service models, semantic alignment, service composition, data formatting, etc. 

 

 
Figure 3 ï EOSystem architecture overview 

The rationale of this Brokering-SOA is to hide all technical and infrastructural issues, so that 

the users can better focus on their information of interest (information is the important thing, 

what would be paid [FG]). For example, the Discovery and Access Broker shown in Figure 3 

is in charge of finding and retrieving resources on behalf of the clients, resolving all the 

interoperability issues and hence greatly reducing the complexity that would be implied by 

the necessary required interoperability adaptations. Figure 4 represents a data flow through 

the EOSystem GCI Brokering infrastructure. 

 

As related to the issue of data flow in EOSystem, it is worth mentioning that policies and 

institutional arrangements are an integral part of the GCI and in general are part of the 

definition of a SDI, as the fundamental regulatory mechanisms of environmental data 

exchange. These can range from application-specific Service Level Agreements to 

overarching frameworks. 
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Figure 4 ï Representation of a data flow in EARTHOBVSSS 

Examples of aspects where environmental policies are advocated or already effective are 

[FG]: 

¶ Civil protection 

¶ Emergency use or reuse of infrastructure (e.g. UN ï SPIDER for disaster response) 

¶ Green energy and infrastructure 

¶ Federated systems 

¶ Fair disclosure of property and environmental findings (e.g. the UK Passport for 

properties/real estate) 

¶ Multi -lingual support 

¶ Intellectual property (e.g. to avoid overly inclusive patents) 

¶ Public-private partnerships 

¶ Resilience framework (i.e. goals for bringing infrastructure back online) 

¶ Space agency (e.g. Copernicus) 

¶ International Charter for Space and Major Disasters 

¶ EU Common Agriculture policy 

¶ Kyoto protocol (an event in Paris in December will focus on Big Data) 

¶ EEA policy on noise pollution 

¶ Data sharing (e.g. Open Access) 

 

Data sharing policies are obviously most relevant to data flows. Our fieldwork has 

highlighted the importance attributed to data sharing and the potential impact credited to open 

access policies in the environment sector (disaster management [is related to] International 

agreements ï in an emergency situation any one government is not equipped to handle 

disasters that occur across borders; also need for cooperation between local agencies, and 

data openness is required [FG]; [Space agencies] do not contribute as of yet very much to 

environmental studies. Some are more defence based. They also keep their own data for 

themselves. Open access here is key to furthering this [FG]). 
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EOSystem explicitly acknowledges the importance of data sharing in achieving the 

EOSystem vision and anticipated societal benefits: "The societal benefits of Earth 

observations cannot be achieved without data sharing"116. The EOSystem Data Sharing 

Principles recognize the Data Collection of Open Resources for Everyone (Data-CORE) as a 

key mechanism to advocate openness in data provisioning and address non-technical 

externalities. The GCI plays a critical role in efficiently and effectively support the 

implementation of the Data Sharing Principles. 

 

Other policy issues (e.g. security) will probably become more important in the near future 

(EOSystem needs to facilitate new data integration and to address policies, privacy, etc.: e.g., 

anonymisation, processes to control use, legal interoperability, quality labelling/trust 

processes [WS]). Moreover, as we have observed117, specific sustainability policies will be 

required, at some point, to secure the long-term sustained operation of the GCI itself. Until 

now, the GCI has been maintained on a voluntary basis, in accordance with the EOSystem 

implementation methodology. The Action Plan calls for the EarthObvs Members and 

Participating Organisations to provide resources for the sustained operation of the GCI and 

the other initiatives set out. However, the governance of EOSystem beyond the time frame of 

the Action Plan is not yet defined. 

2.4 MAIN TECHNICAL CHALLE NGES 

From our case study research, the following main technical challenges can be related to the 

various activities of the Big Data Value Chain118. 

 

Table 29 ï Main technical challenges in the environment case study 

Value chain activity Statement [source] 

Data acquisition Resolution [FG] ï also affects data analysis; the choice of an 

appropriate resolution is application-critical and typically a trade-off 

with the frequency and range of the acquisition 

 

There is a need for more environmental information on local to global 

scales and on time scales from minutes to years [I-2] 

 

Data analysis Tricky to find information. Requires getting an overview of the data and 

getting hold of the data. There is room for improvement here [FG] 

 

EOSystem needs to facilitate new data integration [WS] 

 

Making a great variety of datasets on different format, temporal and 

spatial resolution, etc. interoperable [I-3] 

 

Translate data into good political and socio-economic decisions [I-1] 

 

Not having all algorithms developed to access and analyses the data [I-

2] 

 

                                                 
116 Group on Earth Observations, ñ10-Year Implementation Plan Reference Documentò, ESA Publications 

Division, Noordwijk (The Netherlands), February 2005, p. 139, 205. 
117 Anna Donovan, Rachel Finn, Kush Wadhwa, Lorenzo Bigagli, Guillermo Vega Gorgojo, Martin 

EarthObvsrg Skjæveland, Open Access to Data, BYTE Deliverable D2.3, BYTE Consortium, 30 September 

2014, p. 27. 
118 Edward Curry, et al. Op. Cit., p. 18. 
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The really important essential variables may not be covered/identified 

[I -2] 

 

Combine real-time and low-latency sensor data with models to generate 

and distribute environmental information to ñcustomersò [I-2] 

 

Data curation Quality of data [FG] ï arguably the first and foremost aim of data 

curation: data can be improved under many aspects, such as filling the 

gaps, filtering out spurious values, improving the completeness and 

accuracy of ancillary information, etc. 

 

In the Eyjafjallajökull crisis, the problem at the beginning was that the 

volcanic watch data was not accurate (this affects decision-making 

processes) [FG] 

 

Social media and crowd sourced data is generally not trusted. This is 

especially problematic when combining data sources [FG] 

 

Imagine a crisis situation, e.g. a flood in Beijing. The government could 

not use social media to make a decision [FG] ï this is reiterating the 

issue of trust of non-authoritative sources, such as social media 

 

Need to apply methods to transform data into authoritative source, e.g., 

W3C [WS] 

 

Data storage Sustainability is an important requirement. There is a continuous access 

of data ï its availability has to be guaranteed [FG] 

 

An important issue is the long-term maintenance of the infrastructure [I-

1] 

 

It would help to increase both storage and transfer velocity [I-5] 

 

Data parallelism [FG] 

 

Data usage Data access is a challenge [FG] 

 

Interpretation. There is an institutional gap between mapping authority 

and the scientists [FG] 

 

Lack of standards, industrial competitors that use standard violations to 

strengthen their position [I-2] 

 

 

Our fieldwork confirms the significant technical challenges raised by data-intensive 

applications in the environment sector119. They encompass a wide range of applications: from 

disciplinary sciences (e.g. climate, Ocean, EarthObvslogy) to the multidisciplinary study of 

the Earth as a System (the so-called Earth System Science). They are based on Earth 

Observation, requiring handling observations and measurements coming from in-situ and 

remote-sensing data with ever growing spatial, temporal, and radiometric resolution. They 

                                                 
119 Rajendra Akerkar, Guillermo Vega-Gorgojo, Grunde Løvoll, Stephane Grumbach, Aurelien Faravelon, 

Rachel Finn, Kush Wadhwa, Anna Donovan, Lorenzo Bigagli, Understanding and mapping Big Data, BYTE 

Deliverable D1.1, BYTE Consortium, 31 March 2015, pp. 51-52. 
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make use of complex scientific modelling for deriving information from the large amount of 

observations and measurements. 

 

The opinions gathered reiterate that data access, the basic requirement of any use case, is a 

hindering factor (it is hard for new players to access the data [FG]). This issue is also 

reinforced by the lack of standardization, particularly of the data format (XML standardized 

access needs to be improved [FG]). From this perspective, the implementation of open access 

policies is considered a facilitating factor (we are going to promote, freely open available as 

much as possible. So it means everyone can access to the data [I-4]). Open access policies are 

considered effective also to mitigate other technical issues (open access [é] may help 

because people spent so much time to install the necessary authorization and authentication 

software [I-5]; optimization of utilities through data analytics: there is some risk that it may 

be hampered by not distributing the data under open access conditions [I-5]). 

 

However, there is a general perception that technical challenges are easy to overcome [FG], 

and that the real issues are policy-related, e.g. data quality (do you benefit from open data? 

Yes ï orders of magnitude decrease in cost of collection. Are there disadvantages? Yes ï 

maintenance of quality control [I-6]). 

 

Speaking of the scientistsô efforts to work around organizational barriers, some have spoken 

of an ñorganizations vs. scienceò [FG] conflict, which would require an overall cultural 

change (E-infrastructure needed to support open access, legal interoperability, 

education/changing data culture [WS]). 

2.5 BIG DATA ASSESSMENT 

In our fieldwork we have collected a number of testimonials, impressions and opinions about 

the adoption and challenges of Big Data in the environment sector. With this input we have 

elaborated Table 19, containing the main insights and the statements that support them. 

 

Table 30 ï Assessment of Big Data in the environment case study 

Insight Statement [source] 

Environment sector: Big Data has 

always been there 

Not clear what is so new about Big Data that changes what 

EOSystem is doingé has already been doing Big Data for 

more than a decade [WS] 

 

EOSystem is facilitating access to lots of data [WS] 

 

Big data is nothing new: there is more data now, but technology 

is also improving [FG] 

 

EOSystem has always been about Big Data in environment 

sector! [WS] 

 

EarthObvs has being a Big Data organisation or a Big Data 

handler since the very beginning [I-3] 

 

This is obvious... [I-5] 

 

We already have Big Data. And it is going to get much bigger 

[I -6] 
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There is so much data and the philosophy of getting the data 

from one place to another, has driven us to the solution that 

instead of bringing the data to the processing you bring the 

processing out in the cloud to the data. So thatôs a new way of a 
different way of thinking and very different way of doing things 

[I -3] 

 

Variety is a very big challenge, and 

growing 

Greater variety of data, e.g. crowdsourcing, etc. has 

implications for EOSystem [WS] 

 

Variety is an important factor in environment data ï needs an 

interdisciplinary mind-set to fully analyse and understand the 

data [FG] 

 

[Through EOSystem] you can put together and get more 

information and different information, more efficiently than 

you did before [I-3] 

 

So the value would be integration of the variety of the datasets 

into final product as predicted information [I-4] 

 

There are no shared Veracity, 

Value, and Validity criteria 

Validation and verification of data is up to members, not 

EarthObvs [WS] 

 

EarthObvsGLAM (Global Agriculture Monitoring) information 

for decision making; member states take responsibility for the 

information development and validation [WS] 

 

EarthObvs and EOSystem could serve as forum for airing 

issues and problems (complementary to other efforts?) [WS] 

 

EarthObvs has to be supportive and follow member policies 

[WS] 

 

DKRZ is also involved in Veracity (quality assurance), but also 

in a way which is not so interesting: the data need no 

protection, as they are no individual-related details, and nobody 

objects to in-depth analysis - maybe for a while because of 

authoring aspects, but besides everybody agrees to open data 

for access [I-5] 

 

Policy issues seem bigger than 

technical/infrastructural ones 

The biggest challenges lies in the complexities related to 

humans and organizational issues. In particular it is a challenge 

that the technology develops faster than the organisational and 

human issues are being addressed and solved [I-3] 

 

Difficulties: mostly institutional; shared vision; capacities at 

human-infrastructure-institutional levels [I-1] 

 

Internal national policy is one of the barriers [I-4] 

 

Enable under-funded public sector to manage public resources 

responsibly, without private corporation creaming excessive 

profits or restrictively owning the means of production [I-6] 
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The question whether Big Data is a radical shift or an incremental change for the existing 

digital infrastructures for environmental and EarthObvsspatial data120, seems to lean on the 

second option (We are slowly discovering the potential and benefits of Big Data [I-1]). In 

fact, Environmental Sciences have been in the forefront in many initiatives trying to realize 

the e-Science vision (a ñglobal collaboration in key areas of science, and the next generation 

of infrastructure that will enable itò121) and its data-oriented underpinning. Many scientists 

and technologists are advocating an entirely new approach to science based on data intensive 

scientific discovery, named the Fourth Paradigm122 and supported by Big Data. 

 

While Big Volume, big Variety, and high Velocity are typical issues of Environmental 

Sciences data systems, Variety is reported as a very important challenge, and most likely to 

become even more in the future, with the uptake of crowdsourcing, Internet of Things, etc. 

An aspect of Variety that is worth underlining regards the heterogeneity of data resolution: 

the coverage of the Earth is typically not uniform at every resolution, but instead presents 

gaps that require complex interpolations to integrate the existing data at different resolution 

levels. One of the strategic goals of EOSystem is a comprehensive coverage of the planet. 

Noticeably, the modelling community seems to remark its specificities with regards 

[...](climate model data includes just 2 Vs: volume and velocity [I-5]). 

 

As commonly recognized in the scientific debate, quality of data is the biggest challenge. 

While most would agree on how to quantify and address Volume issues, there is no shared 

view on ñquality criteriaò, such as Value, Validity and Veracity. Addressing these aspects 

seems to have been postponed until now, and delegated to other parties. Workshop 

participants seemed particularly weary of taking strong positions on this, although admitting 

criticism on the quality of the data available on EOSystem. 

 

As we noted in the previous section, there is a general perception that technical challenges are 

easier to overcome than policy issues, especially those arising at the intersection between the 

public and the private sector. There are concerns that private actors abuse public resources (in 

terms of data made openly available), without returning on the investment. 

3 ANALYSIS OF SOCIETAL  EXTERNALITIES  

According to the case study methodology123, we have investigated the external (i.e. impacting 

or caused by third parties) barriers and enablers to the identified data-intensive environmental 

processes. In fact, there exists an obvious relationship between the externalities of an activity 

and the consequent reactions from affected third parties. If an activity causes a negative 

externality, then the affected party would oppose it, and hence appear as an (external) barrier. 

Likewise, parties taking advantage of an environmental process would facilitate it, resulting 

as enablers. We have restricted our interest to cases where the affected third parties have 

                                                 
120 Anna Donovan, Rachel Finn, Kush Wadhwa, Lorenzo Bigagli, Guillermo Vega Gorgojo, Martin 

EarthObvsrg Skjæveland, Open Access to Data, BYTE Deliverable D2.3, BYTE Consortium, 30 September 

2014. 
121 Hey, Tony, and Anne E. Trefethen. 2002. ñThe UK e-Science Core Programme and the Grid.ò International 

Journal for e-Learning Security (IJeLS) 1 (1/2): 1017ï1031. 
122 Hey, T., Tansley, S., Tolle, K. (Eds.), 2009. The Fourth Paradigm: Data-intensive Scientific Discovery, p. 

252. Microsoft Corporation edition. 
123 Guillermo Vega-Gorgojo, Grunde Løvoll, Thomas Mestl, Anna Donovan, and Rachel Finn, Case study 

methodology, BYTE Deliverable D3.1, BYTE Consortium, 30 September 2014. 
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some relevance for the Society at large, as per the scope of BYTE. Figure 5 depicts the 

intuitive conceptual model we have adopted to refine our analysis. 

 

 
Figure 5 ï model of externalities in the environment use-case 

The outcomes of the analysis are somewhat blurred, as most external factors typically have 

both positive and negative aspects and can be seen as double-edged swords (the benefits also 

come with risks [WS]; benefits of using data to support SBAs inevitably comes with risks of 

potential misuse of data [WS]). 

 

We have also grouped the identified externalities in four classes: economical, social & 

ethical, legal, and political. This classification is also somewhat arbitrary. The participants in 

our fieldwork often found it difficult to clearly assign an impact to a dimension and felt that 

there were clear connections and flow between them [FG]. 

3.1 ECONOMICAL EXTERNALIT IES 

We include in Table 31 the economical externalities that we have found in the environment 

case study. For each row we indicate the externality code from Table 55, the specific finding 

and a set of statements from the case study data sources that support it. 

 

Table 31 ï Economical externalities in the environment case study 

Code Quote/Statement [source] Finding 

E-PO-BM-2 There are new, different business models [FG] 

 

EarthObvsdata as a tool for creating a new marketplace ï this 

is the cloud part of the ecosystem. EarthObvsdata could be 

something similar to GPS for the European economy [FG] 

 

There are many European agencies (based on European 

projects) that are inter-governmental. Some examples: EPOS, 

USGS, IRIS, ESA, CEOS, CERN. Since these agencies are 

leading the industry worldwide, there is potential for a 

marketplace [FG] 

 

Innovative 

business models 

(closer linkages 

between research 

and innovation) 

E-PO-BM-1 Everything should be free and open. There is business value in 

this, enabling people to be creative and to create value. In 

addition, governments get value by these new businesses [FG] 

Opportunities for 

economic growth 

(new products and 










































































































































